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Chapter 1  

 

Introduction 

 

“Everyone knows what attention is. It is taking possession of the mind, in clear and vivid 

form, of one out of what seems several simultaneously possible objects or trains of thought. 

Focalization, concentration of consciousness are of its essence. It implies a withdrawal from 

some things in order to deal effectively with others.” 

― William James 

 

The famous account on attention by William James from his 1890 book “The Principles of 

Psychology”, has been challenged to be misleading at times. Attention is certainly far from 

a clear or unified concept and moreover, according to a recent study by Hommel et al. (2019), 

no one knows what attention is. In its most generic form, attention can be described as merely 

an overall level of alertness or the ability to engage with the surroundings. In neuroscience, 

the term "attention" refers to the neurological and psychological mechanisms that enable the 

identification and prioritization of important events amidst competing distractions. Rather 

than a state, it’s a cognitive function that involves orienting, focussing and selecting relevant 

stimuli from a surfeit of sensory information. Due to limited computational resources in the 

brain, our attentional systems let us focus on specific information while tuning out irrelevant 

details, and may also affect our perception of the stimuli surrounding us. Nearly every aspect 
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of our life depends on attention, making it one of the most significant areas of research in 

neuroscience. 

1.1. Historical background of attention 

 

 

Figure 1.1. Helmholtz devised a device to study the range of perception without moving the eyes. A 

drawing was attached to the back of a hollow box painted black from inside (at location g). The 

observer kept his gaze fixed on a tiny hole that was always visible in the drawing. A spark was 

triggered by establishing electrical contact between the two wires (i and h) which illuminated the 

artwork. The light from the spark was reflected onto the artwork by a white piece of cardboard 

(l) which also protected the viewer's eye. The sparks were generated via a huge Ruhmkorff induction 

coil linked to the terminals of a Leyden jar. The primary coil's contact was created or broken 

manually. Adapted from Helmholtz (1866). 
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Some of the earliest known empirical studies on selective attention were carried out by 

Herman von Helmholtz (Helmholtz, 1867). He created a device resembling a tachistoscope 

that could briefly flash a display of letters (Figure 1.1). He used it to address the limitations 

of our perceptual capacity, pointing out that it was impossible to see all the letters at once in 

a single glimpse. He then demonstrated how we may direct our attention to particular spatial 

locations while still keeping our eyes fixed on a single spot. By covertly directing attention 

to each individual part of the array, one at a time, he was able to reassemble the full array 

over several iterations. 

William James (1890) provided insightful and coherent accounts on the variations, 

effects and mechanisms of attention by reviewing early fundamental experiments and using 

introspective methods that are still rich and relevant. According to James (1890), at any 

given moment, the span of consciousness is limited to a single object or thought, attended to 

automatically or voluntarily, based on its relevance. Orienting attention through anticipatory 

preparation using ideational centers, focused on the stimulus to which attention is paid, 

causes adjustments in our sense organs that improve how well and how quickly stimuli are 

perceived, conceived, distinguished or remembered. 

In the mid-twentieth century, Moruzzi and Magoun (1949) used cats to study arousal in the 

midbrain reticular system. In their study, attention was associated with a state in which the 

high-voltage slow waves were replaced with low-voltage fast activity when the animal was 

aroused from sleep or less extreme states of relaxation or drowsiness through stimulations. 

Sutton et al. (1965), discovered a strong positive deflection in voltage at around 300 ms in 

response to surprising or unexpected events that might capture one's attention. In the late 

1970s, scientists Mountcastle (1978) and Wurtz et al. (1980), examined the mechanisms of 

orienting to visual objects using microelectrodes in alert animals and their findings suggested 
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that the superior colliculus and parietal lobe were crucial for a shift of visual attention. After 

the identification of "attention-related cells" in the posterior parietal lobe of awake monkeys, 

the concept that patients with lesions of the right parietal lobe could show severe neglect of 

the space opposite the lesion received widespread acceptance. Using scalp electrodes, Van 

Voorhis and Hillyard (1977) investigated the time differences in neural activity between 

attended and unattended visual sites and discovered that the early visual event-related 

potentials (ERPs) showed attention-specific changes beginning at about 100 ms after sensory 

input. Their results demonstrated that scalp recordings might be an accurate reflection of the 

underlying temporal structure of brain activity. The findings were hence a significant 

advancement for mental chronometry - the study of the time course of information 

processing in the human brain. In 1980, Michael Posner (Posner, 1980) developed a basic 

paradigm to trace the time course of attention shifts where the participant needed to press a 

response key to the target. Prior to the target, a cue was presented which, on 80% of the trials 

indicated where the target would occur (valid cue) and, on the remaining 20% indicated the 

position opposite the target (invalid cue). The cue could either be an arrow at the centre 

(endogenous cue) or it could appear at the target's position (exogenous cue). Reaction times 

to valid trials were faster than when the person was invalidly cued.  In the 1990s, positron 

emission tomography (PET) was used as a neuroimaging tool to explore brain activity during 

attention (Corbetta et al., 1993; Posner and Raichle, 1998, 1994). The conclusion from 

neuroimaging research that cognitive processes engage a variety of different anatomical 

locations led to increased emphasis on tracking the temporal dynamics of these areas during 

tasks involving attention. It was challenging to track attention shifts using hemodynamic 

imaging because the changes can be very rapid. To address this problem, algorithms were 

created (Lins et al., 1993) to link the scalp distribution recorded from high-density electrical 
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or magnetic sensors on or near the skull to brain regions active during hemodynamic imaging 

(Dale et al., 2000).   

 

1.2. Neural correlates of attentional capture 

Studies on attentional capture over the past years (Theeuwes, 1996; Yantis, 1996) have 

demonstrated that a salient singleton distractor, even though irrelevant to the current task, 

no matter what captures attention. For instance (see Figure 1.2), in a visual search task for 

a unique shape target (circle) where participants are required to make a speeded response to 

the orientation (horizontal or vertical) of the line segment inside the target shape, the 

presence of distractor singletons (red diamonds) result in poor performance in the task 

(increased RTs) (De Fockert et al., 2004). 

 

Figure 1.2. A color singleton task. The participants need to identify the target singleton which is 

orientation of the line (vertical or horizontal) inside the circle in each array. Distractor singletons 

(right panel) lead to attentional capture, causing increased reaction times/error rates in identifying 

the target singleton. Adapted from De Fockert et al. (2004). 
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The presence of unanticipated (task-irrelevant) stimuli in these tasks cause attentional 

capture primarily because of violation of expectations (discussed in the next section) during 

the target identification process. Stimulus-driven/automatic/reflexive shifts of attention due 

to unexpected salient stimuli are fundamentally classified as “exogenous attention” as 

opposed to “endogenous attention” which is a voluntary, goal-driven and effortful form of 

attention. This popular distinction based on the presence or absence of voluntary control is 

rather intuitive: while searching for a friend in a crowd, we voluntarily change our focus 

from one face to the next until the external sensory input matches our internal representation 

of the friend's physical appearance. In contrast, in a throng of people all wearing dark 

clothing, we will instantly spot a person dressed in bright red, who will automatically capture 

our attention. Such sensory-driven mechanisms carry inherent bottom-up biases which help 

prioritize events that stand out either due to their local contrast or physical conspicuity (e.g., 

bigger, brighter, or faster) (Yantis and Jonides, 1984). Such biases in the competing 

perceptual mechanisms have helped us gain an advantage during the evolution of our 

perceptual systems. Understanding how these mechanisms are reflected in the oscillations 

of the brain has garnered a lot of interest in recent years (Herrmann et al., 2004; Kahana, 

2006; Raghavachari et al., 2001). Neural oscillations represent rhythmic fluctuations in the 

excitability of individual neurons, local neuronal populations, or large ensembles of neurons 

in different parts of the brain. Some prominent electroencephalography (EEG) research in 

the past advocated that alpha-band oscillations can be actively invoked across multiple 

sensory systems when the cortical regions are involved in processing irrelevant or distracting 

information (Foxe and Snyder, 2011; Jensen and Mazaheri, 2010a; Klimesch, 2012a). Jensen 

et al. (2012), suggested that posterior alpha oscillations (8–13 Hz) provide a mechanism for 

prioritizing and ordering unattended visual input according to its relevance. Pascucci et al., 

(2018) provided novel insights into how alpha activity from the parietal cortex orchestrates 
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selective attention by disrupting the coupling between alpha and gamma frequencies in the 

visual regions. Magnetoencephalographic (MEG) brain imaging has reported differences in 

the strength of the theta (4–8 Hz) and alpha (8–12 Hz) cortical oscillations in the 

temporoparietal junction, the ventral frontal cortex, and the insula (all three being the neural 

generators of the ventral attention network, discussed in detail in section 1.4) between the 

congruent and incongruent trials of an Eriksen flanker task (Hoffman et al., 2021; 

McDermott et al., 2019, 2017; Webb et al., 2016).  

 

1.3. Violation of expectations and reorientation 

 

This painting by the famous Belgian artist when viewed without its philosophical context 

appears ‘odd’ because the man’s nose in the picture is distended like an elephant's trunk and 

flops down into the bowl of the pipe he is smoking. In general, the human nose neither has 

a trunk-like shape nor is it so disproportionately bigger than the rest of the facial features. 

The man’s nose in the painting (along with the coiled candle) thus leads to the violation of a 

set pattern of existing representations of the human nose in our brain.  

Figure 1.3. “The Philosopher's Lamp (La 

Lampe philosophique)” is one of the 

popular paintings by the 20th century 

surrealist Rene Magritte which is an ironic 

symbol of knowledge (the candle coil) 

through philosophical contemplation (a 

nose/head that smokes itself). 
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Violation of expectations arise from any mismatch between the expected and presented 

sensory inputs, causing prediction errors and, subsequently leading to an update of the 

underlying model representations (Bubic et al., 2009). The first study that emphasized the 

importance of isolating the neural correlates of the violation of expectancy consisted of 

targets presented at unexpected spatial or temporal locations is a PET investigation by Nobre 

et al. (1999). Through the reanalysis of data from a previous study (Coull and Nobre, 1998), 

these authors compared brain activations recorded during phases of a Posner-like task in 

which the percentage of valid trials was either 100% or had a valid–to–invalid ratio of 

60:40%. The invalid trials selectively activated the inferior-orbitofrontal cortex bilaterally, 

the inferior parietal areas bilaterally with a larger engagement of the right hemisphere and 

the right lateral premotor cortex. The authors concluded that the inferior orbitofrontal cortex 

is activated in response to trials that fail to match the expected cue and target, while the 

parietal and premotor areas are predominately involved in more intricate spatial-attentional 

processes as a result of the shift in attentional focus. Such spatial representations underlying 

breaches in expectations are temporally characterized by some specific event-related 

potentials (ERPs) in the brain. In distraction paradigms associated with the processing of 

(irrelevant) auditory stimuli (like in auditory-auditory and auditory-visual paradigms), a 

typical sequence of ERP components is observable in the deviants compared to the 

standards, reflecting different stages of sensory processing and attentional modulation 

related to behavioral distraction (Berti, 2012, 2008; Berti et al., 2004; Escera et al., 2001; 

Escera and Corral, 2007; Hölig and Berti, 2010; Horváth et al., 2008; Schröger and Wolff, 

1998). Task irrelevant violation of expectations elicits the mismatch negativity (MMN), P3a, 

and reorienting negativity (RON), with the MMN indexing the pre-attentive sensory 

processing (Näätänen, 1990), the P3a indexing reorientation towards the new information 

(Friedman et al., 2001), and the RON indexing the subsequent voluntary switch of attention 
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back to the task-relevant information (Berti, 2008; Schröger and Wolff, 1998). Collectively, 

these steps of involuntary and voluntary switching of attention triggered by change detection 

interfere with the processing of the task-relevant information, resulting in prolonged reaction 

times and/or increased error rates (Escera et al., 1998; Schröger, 1996). Nevertheless, this 

mechanistic concept of a 3-step processing chain underpinning violation followed by 

distraction appears to be overly basic to tap the functional diversity of adaptable flexibility 

to continuous changes in the sensory environment. 

In the real world, salient changes around us automatically grab our attention and trigger the 

process of reorientation, even when attention is focused elsewhere.  However, there has to 

be the right balance between orienting to the current important task while remaining 

receptive to novel stimuli that may be behaviorally relevant, necessitating a change in focus. 

If the scales tip too heavily in favor of the current task, behavior becomes rigid and 

maladaptive. On the other hand, effective task performance is impossible if the balance tilts 

too far towards being receptive to unattended stimuli. For example, a driver driving down a 

busy road is likely to fixate on the road ahead (Figure 1.4), while covertly attending to the 

incoming traffic on the left. However, if he suddenly spots an animal on the right which is 

about to jump in front of the car, it is necessary to apply the brakes on time. 
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Figure 1.4. A driver typically focusses his/her gaze ahead on the road, covertly attending to the 

incoming traffic on the left. The sudden appearance of a dog about to jump on the road from the right 

needs to be reacted to, on time. In real-life situations, the ability to detect unattended stimuli is highly 

important. However, the processing has to be fairly limited and constrained to only the most salient 

visual objects. Adapted from Jensen et al. (2012). 

 

Therefore, the reorientation of attention is primarily dependent on the ability of the 

underlying neural mechanisms to prioritize the processing of stimuli based on their saliency 

(see Posner et al., 1984, for a detailed account of “engagement” and “disengagement” of 

spatial attention). In the next section, we elaborate on how the neural responses to such 
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salient stimuli are controlled by the underlying neural networks based on the dissociation 

between automatic, stimulus-driven, processes from the ones that are affected by task goals. 

 

1.4. The Ventral Attention Network  

Through a series of experiments by Corbetta and Shulman (Corbetta et al., 2000; Corbetta 

and Shulman, 2002), the most influential subdivision of attention came into existence where 

attention was controlled by two functionally distinct circuits in the brain - the dorsal attention 

network (DAN) and the ventral attention network (VAN) (Figure 1.5). Voluntary and 

endogenous shifts of spatial attention were mediated by the dorsal frontoparietal network, 

whereas, unexpected, reflexive, exogenous shifts of spatial attention were mediated by the 

ventral network comprising of the inferior frontal gyrus and the temporal parietal junction 

(including the supramarginal gyrus and superior temporal gyrus). This classification was 

based on the functional connectivity patterns of blood oxygen level-dependent (BOLD) 

responses. 

 

  

  

Figure 1.5. Blue: The ventral attention 

network (VAN) with its nodes at IFG, 

inferior frontal gyrus; MFG, middle frontal 

gyrus; TPJ, temporo-parietal junction; 

STG, superior temporal gyrus; IPL, inferior 

parietal lobe. Orange: The dorsal 

attentional network (DAN) with its nodes 

at FEF, frontal eye fields; IPS, inferior 

parietal sulcus; SPL, superior parietal lobe. 

Adapted from Corbetta and Shulman 

(2002). 

 



Introduction  

 

12 
 

Corbetta and colleagues proposed a theory in which, during the reorientation of attention, 

outputs from the ventral attention network act as “circuit-breaker” signals interrupting 

ongoing goal-directed attention in the dorsal system and shifting attention toward the novel 

object of interest (Corbetta and Shulman, 2002). Their theory was supported by the distinct 

patterns of activations in event-related fMRI tasks where the ventral parietal and frontal 

regions responded more strongly to targets that had been invalidly cued, appearing at 

unexpected locations (as also reported previously by Kastner et al., 1999).  

In recent years, however, such a strict dichotomy in the networks has been questioned. DAN 

and VAN may possibly interact with each other at a more physiological level and may have 

common areas of activations as reported by some investigations in the visual (Serences and 

Yantis, 2007) and auditory (Salmi et al., 2009) domain. Macaluso and Doricchi, (2013) 

proposed that the VAN performs moment-to-moment match/mismatch operations by 

comparing current expectations with the actual sensory input. Furthermore, the strict 

correspondence of the ventral network to exogenous orienting may be challenged. The 

appearance of an invalidly cued target may cause attention to shift reflexively toward its 

location and disengage from its previous site, but it may also activate numerous other 

processes like propagating a mismatch signal in response to the violation of expectation to 

further direct action and update knowledge of the stimulus contingencies, in addition to the 

motivational and emotional factors related to the violation (Nobre et al. 1999).  

The ventral attention network is reported to be a right-lateralized network that is modulated 

by the detection of unattended or infrequent events, independent of their sensory modality 

or target location. Numerous neuroimaging investigations have established the network's 

specialization for reorientation of attention and have highlighted how sensory salience, 

stimulus expectancy and target response are related to this network (Fox et al., 2006; Kim, 
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2014; Wen et al., 2012). The VAN, however, does not provide a dedicated mechanism for 

exogenous orienting in a temporally structured context (Kincade et al., 2005) as naturalistic 

situations that evoke reorienting often involve salient stimuli that occur ‘rarely’ and 

‘unexpectedly’ (e.g., reorienting to a loud sound). In such scenarios, stimuli of high sensory 

salience may be automatically given behavioral importance thus, activating the ventral 

attention network. Although paradigms involving exogenous shifts of attention from one 

location to another have provided a convenient model for studying reorientation, the ventral 

attention network needs to be studied elaborately with a wider range of stimuli, such as 

stimulus-driven shifts of attention to novel features at the same location, as in oddball tasks 

(see Corbetta & Shulman, 2002). 

 

1.5. Clinical significance 

Spatial neglect is a common consequence of stroke where the patients fail to attend and 

respond to stimuli on the side contralateral to the affected area. Neglect is more frequent 

after damage to right than to the left hemisphere and is anatomically localized around the 

regions of the VAN resulting in problems with change detection and reorienting in patients. 

Carter et al. (2012), proposed that stroke may impair behavioral functions by disrupting 

communication in the brain networks relatively specific to certain behavioral domains. 

Therefore, examining stroke through the lens of connectivity within VAN may improve our 

ability to correlate behavioral deficits to structural/functional indices of dysfunction. Studies 

on schizophrenia have highlighted the faulty suppression of the VAN (White et al., 2013; 

Wynn et al., 2015) causing an inability to detect targets from non-targets (Jimenez et al., 

2016). The aberrated salience processing has been proposed to be linked to a 

hyperdopaminergic system in the brain (Kapur, 2003; Van Os, 2009).  Future research can 
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help assess the potential connection between an altered VAN and dopaminergic system in 

schizophrenia. Diminished homogeneity in the VAN has been observed in the pathogenesis 

of right temporal lobe epilepsy (Li et al., 2021).  A lower resting state functional connectivity 

in the VAN is significantly correlated with higher levels of attention deficit hyperactivity 

disorder (ADHD) symptoms causing persistent inattention and attentional impairment 

(McCarthy et al., 2013). Taken together, a better understanding of the functioning and 

communication within the VAN will open a window to treat many prevalent neurological 

conditions. Similarly, identification of the associated brain oscillations or the underlying 

oscillopathies linked to VAN can represent important markers for early disease 

identification, progress monitoring, and pharmacological design (Nimmrich et al., 2015) 

towards deficits in the attentional mechanisms. 

 

1.6. Scope of the thesis 

To flexibly adapt to the novel circumstances in a dynamic environment, the detection of 

unanticipated changes in the sensory environment is a crucial prerequisite. Survival 

throughout the animal kingdom is dependent on the ability to change the current course of 

action and respond swiftly to potentially beneficial or threatening unexpected stimuli. This 

is achieved through diversion in the ongoing behavior by the automatic processing of salient 

sensory input that may be irrelevant to the ongoing task, allowing an assessment of the 

environmental changes around us. As described in the earlier sections, this mechanism 

involves the reorientation of attention, primarily controlled by the Ventral Attention 

Network (VAN) in the brain. The structural and functional connectivity of this network 

across various sensory modalities has undergone extensive research over the past two 

decades. However, to get a complete understanding of the dynamics of this network, it is 
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important to identify the brain waves through which the core regions of the network 

communicate with each other. The huge body of fMRI research on VAN could not quantify 

these metrices because of the sluggishness of the hemodynamic BOLD response. Due to a 

lack of the necessary temporal resolution needed to accurately capture the transient process 

of reorientation, the underlying neural oscillations and the causal architecture within this 

network remain elusive. Therefore, to address these knowledge gaps in the extant literature, 

we used non-invasive scalp electroencephalography (EEG) on healthy human volunteers to 

identify saliency-specific behavioral and oscillatory changes across the visual and auditory 

modalities and to estimate the directed information flow between the core regions (obtained 

using source localization techniques) of the ventral attention network. We also explicated 

the cortical sources of the various ERPs elicited during violation of expectations to highlight 

the modality-(in)dependent modulations across multisensory modalities. In the following 

chapters, we will focus on the specific objectives of the thesis which are: 

 

1. To study the brain oscillations and connectivity dynamics of the underlying networks 

associated with processing unexpected salient objects in the visual modality across 

two different temporal scales. 

 

2. To study the brain oscillations and connectivity dynamics of the underlying networks 

associated with processing unexpected salient sounds across three different spectro-

temporal scales in the auditory modality. 

 

3. To study the temporal markers of violation of expectations and their spatial 

representation across the brain using unisensory audio, unisensory visual and audio-

visual modalities. 
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Chapter 2  

 

Spectral markers of context independent 

processing of salient visual distractors via 

the ventral attention network 

 
The material presented in this chapter has been previously published in Ghosh, P., Roy, D., 

& Banerjee, A., 2021. Organization of directed functional connectivity among nodes of 

ventral attention network reveals the common network mechanisms underlying saliency 

processing across distinct spatial and spatio-temporal scales. NeuroImage, 231, 117869.  

  

2.1. Introduction 

The ability to reorient our attention towards unexpected salient changes around us while 

performing routine tasks (e.g., spotting a speeding car while crossing the street) is critical 

for our survival. Where in one hand, goal-directed ‘top-down attention’ is required to orient 

attention towards a target to achieve a pre-decided goal in a task, response to a ‘pop-out’ or 

salient stimulus involves the rapid capture of attention by shifting the attentional focus from 

an ongoing goal-directed task through what is known as ‘bottom-up attention’ guided by the 

Ventral Attention Network (VAN) (Corbetta et al., 2008; Corbetta and Shulman, 2002). This 

process of attentional reorientation is essential but transient at the same time as attention 

needs to be oriented back to the task at hand. Since the brain is limited by attentional 

resources, synchronization or desynchronization of alpha oscillations (8–12 Hz) is one way 



Spectral markers of context independent processing of salient visual distractors via the ventral attention network  

 

17 
 

how the brain gates attentional selection at the neural level (Klimesch et al., 2007). One view 

is that synchronized alpha-band oscillations inhibit and desynchronized alpha-band activity 

excites sensory cortical areas (or at least reflects these processes) (Foxe and Snyder, 2011; 

Jensen and Mazaheri, 2010). A vast body of existing literature has linked alpha oscillations 

to distractor suppression (Foxe et al., 1998; Worden et al., 2000; Foxe et al., 2005; Snyder 

and Foxe, 2010; Banerjee et al., 2011), however, the role of drivers mediating information 

flow in the alpha frequency band remains poorly understood. Extant literature implicates the 

VAN comprising of the anterior insula, the right temporo-parietal junction (rTPJ) and the 

lateral prefrontal cortical areas (lPFC) including inferior frontal/middle frontal gyri 

(IFG/MFG) to be responsible for processing salient stimuli or oddballs (Allan et al., 2020; 

Vossel et al., 2014; Han and Marois, 2014; Corbetta et al., 2008). Abnormal VAN function 

is associated with many clinical conditions like depression (Liu et al., 2019) and spatial 

neglect (Corbetta et al., 2005), making the study of this network an important field of 

research. Even though the VAN has been studied in much structural and functional detail, 

the existing studies offer very limited insight into the directed functional connectivity within 

this network. Till date, only a few fMRI studies have tried to investigate the causal 

architecture underlying the VAN using dynamic causal modeling (DCM) (Liu et al., 2019; 

DiQuattro et al., 2014; Vossel et al., 2012).  The sampling rate (repetition time or TR) for 

fMRI is, however, very low (in the order of seconds), which is much slower than the 

temporal resolution (in the order of milliseconds) required to capture the neural responses of 

such instantaneous attentional shifts. Hence, the study of network dynamics underlying the 

process of reorientation of attention may be limited by the sluggishness of the BOLD 

hemodynamic responses. To circumvent this problem, we used high-density EEG in this 

study with simultaneous behavioral recordings from healthy human participants. Accurate 

source reconstruction techniques that involved co-registration of EEG with individual 
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subjects’ brain MR images were employed to locate the brain networks underlying alpha 

modulation, followed by characterization of the causal architecture of the constituent regions 

using Granger-Geweke causality (GGC) analysis– a well-established tool that measures the 

directed information flow among random variables in time and frequency domain (Dhamala 

et al., 2008; Pagnotta et al., 2018b, 2018a; Anzolin et al., 2019). Data obtained from EEG 

recordings of continuous neural activity are well suited to GGC by virtue of having a high 

temporal resolution. Moreover,  mechanisms underlying the VAN are crucial to furthering 

our understanding of how salient distractors are processed by the brain across slow and fast 

time-scales as attention is just not limited by resources but also by time (Nobre and Coull, 

2012).  

Task-related brain activity is often sensitive to the temporal scale (fast or slow) at which a 

stimulus is presented (Papo, 2013). Previous studies have reported that the minimum dwell 

time for attention at a fixed location is about 200 ms (Cavanagh et al., 2014). On the other 

hand, when the focus of attention is changing along with time, a given location on the moving 

target’s path can be selected for extremely brief time periods approximating to 50 ms 

(Cavanagh et al., 2014). Hence, the study of the neurobiology of attention requires a detailed 

understanding of the resource-wise allocation of attention both in space and time, depending 

on the task at hand. For instance, how the brain processes information to execute a visual 

search over a static image is entirely different from the sensory and cognitive processing 

deployed in executing a task involving tracking a dynamic stimulus (Kulikowski and 

Tolhurst, 1973; Battelli et al., 2007, 2001; Stigliani et al., 2017). Unlike a static stimulus, 

attention to a dynamic stimulus has limits extending over space and time, because when the 

speed of the stimulus increases, tracking ability decreases (Cavanagh and Alvarez, 2005). 

Similarly, the spatial properties of a moving distractor would change faster (e.g., on a 
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millisecond time scale) and slower (e.g., on a second or minute time scale) for a static 

distractor. There is also evidence that shows different cortical regions are sensitive to 

different time scales of stimulus processing (Monsa et al., 2020). Thus, a broader question 

that arises here is whether the process of reorientation of attention towards inclement bottom-

up signals across tasks driven by different or common brain circuits? 

We hypothesize that the underlying networks responsible for bottom-up attention and the 

oscillatory dynamics involved in the processing of salient distractors are time-scale invariant 

and do not depend on the nature of the task. To test this hypothesis in the visual modality 

first, we designed two attention tasks involving static (stationary) and dynamic (moving) 

stimulus processing, where the participants were presented with a salient distractor in the 

same visual space as the target during an ongoing goal-directed task. Such an experimental 

design was chosen to keep the visual stimulation close to what one would experience in a 

real-life situation. Previous EEG/MEG studies on bottom-up attention are severely limited 

by their presentation method where the salient distractors were either part of the visual 

display right from the onset of a trial along with the target (Kiss et al., 2012; Carretié et al., 

2017) or there were separate trials (involving valid/invalid cues) for endogenous and 

exogenous attention (Dugué et al., 2018; Feng et al., 2017; Peelen et al., 2004) that were 

evaluated independently of each other which we believe is an unwarranted measure to study 

the process of reorientation. The present study aims to determine a direct relationship 

between neural networks underlying the alpha power enhancement and salient distractors 

across two completely different task conditions, on a comparative scale where in one, the 

stimulus (both target and distractor) evolves rapidly through time and in the other, it does 

not.   
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2.2. Methods 

2.2.1. Participants 

22 healthy human volunteers (11 females and 11 males) aged between 21-29 (mean = 26.9, 

SD = ±2.15) years were recruited for the study. All participants had University degrees or 

higher; were right-handed (indexed by laterality score according to the Edinburgh 

handedness questionnaire); reported normal or corrected-to-normal vision; and declared no 

history of neurological or psychiatric disorders. The participants were requested to avoid the 

intake of any stimulant or medication (e.g., coffee, sedatives, etc.) before coming for the 

experiment.  

 

2.2.2. Ethics statement 

The study was carried out following the ethical guidelines and prior approval of the 

Institutional Human Ethics Committee (IHEC) of the National Brain Research Centre, India. 

Written informed consent was obtained from all participants before the commencement of 

the experiment and they were remunerated for the time of their participation. 

 

2.2.3. Rest block 

Before starting with the experimental task, five minutes of eyes open resting-state EEG data 

were collected from the participants. During this period, a blank black screen was presented 

on the monitor. The participants were asked to relax or think at free will while viewing the 

monitor screen placed before them. They were requested to make minimal head, body and 

eye movements. 
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2.2.4. Stimulation blocks 

All the participants performed two visual attention-based tasks which incorporated two 

stimulus conditions: static and dynamic (Figure 2.1). The entire experiment was divided 

into 16 blocks (8 blocks of each stimulus condition). Each block was presented in random 

order during the experiment but was never repeated. Both the visual tasks had three 

categories of trials: ‘Without Saliency Trials’ (WT), ‘Saliency Trials’ (ST) and ‘Neutral 

Trials’ (NT). The presentation order of the three categories was randomized in each block. 

The participants were not aware of the categorization in trials and were instructed only about 

the static and dynamic tasks’ respective goals before the experiment. 

 

 

Figure 2.1. Visual Paradigm.  An example of the task design is shown which comprises of videos 

in the (a) Dynamic stimulus condition and static images in the (b) Static stimulus condition. The 

figures illustrate the three different categories of trials: neutral trials (NT), without saliency trials 

(WT) and saliency trials (ST) along with their presentation durations within a block. 



Spectral markers of context independent processing of salient visual distractors via the ventral attention network  

 

22 
 

Dynamic stimulus: The dynamic stimulus viewing task was a four-alternative forced-choice 

(4-AFC) task. The stimuli were designed using Psychtoolbox-3 in MATLAB R2016b and 

were exported as videos with a frame rate of 60 Hz. The participants were presented with 

these videos which consisted of white-colored equal-sized randomly moving dots where a 

proportion of dots moved in a particular direction according to a certain coherence assigned 

to them. The coherence of the dots was kept at 0.6 for all the trials, which means that out of 

100 dots, 60 dots moved in one specific direction and the other 40 moved in random 

directions, uniformly distributed over 0-360 degrees. The speed of motion of all the dots was 

kept constant across all trials. The participants were instructed to identify the net direction 

of the moving dots which could either be left/right/up/down and respond using the respective 

arrow keys on the keyboard. Each video was presented for 2000 ms. The goal in the task was 

the same for WT, NT and ST, with the only difference in ST being the emergence of a salient 

dot at a timestamp of 150 ms from the onset of the trial, moving randomly within the same 

aperture as the other dots. The 150 ms latency was decided to create an interference in the 

decision-making process (Teichert et al., 2016) of the participant while doing the goal-

directed task. In the case of NT, the dots moved with zero coherence, i.e., all the dots (white-

colored equal-sized) moved in random directions. The experimental schematic is illustrated 

in Figure 2.1(a). 

Static stimulus: The static stimulus consisted of a two-alternative forced-choice (2-AFC) 

task. The participants were presented with two similar pictures on the screen, successively. 

Each picture pair made up one trial and was randomly selected from a pool of twenty such 

picture pairs. Thirty picture pairs were presented in one block. The pictures were naturalistic 

images (from both indoor and outdoor settings; no faces included), captured using a 16 MP 

camera keeping the settings the same for all images. Using Adobe Photoshop CC 2015.5, a 
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white-colored ‘+’ shape (size 1/800th of the image) was added to all the images at random 

positions. Multiple copies of a single image with a ‘+’ shape at different positions were 

created such that there was no image and ‘+’ position memory association. Each picture was 

presented for 2000 ms. This was a visual search task where the participants had to search for 

the white-colored ‘+’ shape in both the pictures and report its change in position in the second 

picture with respect to the first picture. For convenience, the participants were advised to 

imagine a vertical line bisecting the screen into left and right halves. They were instructed 

to press the upward arrow key if the ‘+’ sign moved to the same half of the screen in the 

second picture, i.e, the ‘+’ sign did not cross the imaginary line to move to the other half; 

and to press the downward arrow key if the ‘+’ sign changed its position and moved to the 

other half of the screen i.e, from the left half to the right half or vice versa. The goal in the 

task remained the same for WT, NT and ST. However, the only difference in stimulus in the 

NT was that the ‘+’ sign was presented on the imaginary midline itself (instead of left or 

right half) in either of the two pictures whereas in the ST a salient (‘pop-out’) object was 

introduced in the second picture at any random position. Examples of each of these 

categories are presented in Figure 2.1(b). 

The NT in both the tasks served as a control to the participants’ attention. They were 

introduced to check if the participants were attentive throughout the experiment and were 

just not making random responses. The NT were designed to give an impression of the most 

difficult trials to the participants which, if attended to, were expected to produce the longest 

reaction times. Technically, these trials did not have any correct response as such but the 

participants were unaware of it. The distribution of trials within a block for both the static 

and dynamic visual tasks is given in Table 2.1.  
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Inter-stimulus intervals (ISI) between successive trials were randomly drawn from a uniform 

distribution with values ranging between 500 ms and 1500 ms (mean = 1000ms) in which a 

blank black screen was presented to avoid any saliency-related effects due to central fixation. 

Stimulus presentation and behavioral response collection were done using Neurobehavioral 

Systems (NBS) Presentation software. Participants viewed the stimuli on a 21’’ LED screen 

(1280 X 1024 pixels) with a 60 Hz refresh rate placed on a 74-cm-high desktop. The center 

of the screen was placed within 10–20° of the participant’s line of sight, at a 60–70 cm 

distance. The stimuli were presented on a black background over which the static stimulus 

covered an area of 20 X 20 cm on the screen whereas the diameter of the aperture in the 

dynamic stimulus was 20 cm. 

 

Table 2.1. Trial distribution across tasks.  

Trial Information Dynamic stimulus Static stimulus 

Total no. of blocks 8 8 

No. of trials per block 70 30 

Neutral trials (NT) 20 10 

Without saliency trials (WT) 20 10 

Saliency trials (ST) 30* 10 

 

*To reduce the drop in the pop-out effect of salient distractors due to habituation after multiple trial 

presentations, 3 kinds of salient distractors were used, varying in either color or size or both from the 

other moving dots. 10 trials each of an equisized red, a larger red and a larger white dot were 

presented in a block as a salient distractor along with the rest of the moving dots in ST. 
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2.2.5. EEG Data Acquisition 

Behavioral and EEG data were acquired in the EEG recording room where ambient noise, 

lights and other interferences were strictly controlled during the experiment to the same 

levels for all recording sessions. A Neuroscan EEG recording and acquisition system (Scan 

4.3.3 & Presentation), which included an elastic cap (EasyCap) with 64 Ag/AgCl sintered 

electrodes and amplifier (SynAmps2), was used. The 64-channel EEG signals were recorded 

according to the International 10–20 system of electrode placement. The reference electrode 

was present on the z line between Cz and CPz (closer to Cz), grounded to AFz and the 

impedances of all channels were monitored to be below 10 kΩ. The data were acquired at a 

sampling rate of 1000 Hz. A Polhemus Fastrak system was used to record the 3D location 

of electrodes using a set of fiducial points (Cz, nasion, inion, left and right pre-auricular 

points) while the EEG cap was placed on the participant’s head. 

 

2.2.6. Behavioral Data Acquisition 

All the responses were made on a computer keyboard using left/right/up/down arrow keys 

and were recorded through the NBS Presentation software by receiving triggers at keyboard 

presses. At the beginning of the experiment, the participants were briefed on the tasks and 

asked to watch the stimulus carefully before making any response. They were instructed to 

be as quick and accurate as possible and respond to an ongoing trial before it's offset. A 

blank screen followed by the subsequent trial appeared automatically after the offset of the 

ongoing trial, regardless of whether the participants had responded or not. They were also 

asked to respond to all the trials. If more than one response was made for a trial, only the 

first response was considered for further analysis. A rest period was allowed after every 
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block, with the participant deciding the length of the rest period to maintain minimum 

fatigue.  

 

2.2.7. EEG Data Preprocessing 

For both the static and the dynamic tasks, pre-processing steps and analysis pipelines were 

identical. All the pre-processing steps were done with the EEGLAB toolbox (Delorme and 

Makeig, 2004) and custom-written scripts in MATLAB (www.mathworks.com). 

Raw EEG data from all the participants were imported using EEGLAB toolbox following 

which they were first filtered using a band-pass filter of 0.1-80 Hz followed by a notch filter 

between 45-55 Hz to eliminate line noise at 50 Hz. Post filtering, the data were visually 

inspected and the trials with any abnormal or noisy segments (jitters with very large 

amplitudes) were removed. Data of two participants were discarded at this step due to very 

noisy recordings. Next, the filtered data were average re-referenced by computing 

the average of the signal at all electrodes and subtracting it from the EEG signal of each 

electrode. This was done to avoid any common reference problem that may have detrimental 

effects on functional connectivity measures (Pagnotta et al., 2018b). Epochs of 1000 ms post 

salient stimulus onset were extracted using trigger information and were sorted from WT, 

ST and NT categories. Trial-by-trial detrending of each epoch category was performed to 

remove linear trends from the signal. To further remove eye-blink, ocular, muscular and 

electrocardiograph artifacts, a threshold of ±75µV was set and trials with a magnitude 

beyond this threshold at any time point were rejected from all the channels. Overall, about 

70% of the trials for each task condition from each subject were preserved after artifact 

rejection.   
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2.2.8. Behavioral Analysis 

The reaction times and accuracies of all the trials were calculated. Since attention is a key 

component in our experiment and any form of distraction (internal/external) could shift 

attention away from the task, blocks with response accuracies less than 70% (less than 6% 

of all blocks) were excluded from further analysis. Reaction times faster than 100 ms (mostly 

anticipations) were also excluded from the analysis. To decrease the number of false 

positives and minimize the chances of including responses made without the involvement of 

attention, all incorrect trials including the trials with no response were also excluded. For the 

NT, any response was considered as correct. Data from one participant were discarded due 

to very poor performance, specifically in the dynamic task trials. To rule out the possibility 

of incorrect responses being made because of a specific directional bias in any participant, 

we computed the percentage of incorrect responses for each direction and found that it was 

nearly the same for all directions in each individual. 

From the remaining 19 participants, the reaction times of the correct trials were sorted for 

all the participants for both static and dynamic tasks. The reaction time was the duration 

from the onset of the salient distractor (matched equally for WT and NT) till the participant 

hit the response button. To ensure an equal contribution of trials from each participant, the 

number of trials from the participant with the minimum number of remaining trials after 

artifact rejection was chosen for further analysis. Those many trials were randomly sampled 

and extracted from all three categories for each participant. Since 35 was the minimum 

number, we had a total of 665 (19*35) trials from each category in both static and dynamic 

tasks. 
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2.2.9. Spectral Analysis 

To understand the neural correlates of the behavior and hence, the processing of saliency by 

the brain, we looked at the constituent frequencies between 0.1-80 Hz in the individual trial 

categories of both tasks. The analysis scheme was designed in a way that could tease out the 

effect of the salient distractor while doing the goal-directed task and therefore, a time 

window of 1000 ms from the onset of saliency was considered (timestamps were matched 

accordingly for WT and NT) which was first normalized for all trials. The power spectral 

density for each trial was then computed using a multi-taper spectral analysis method 

provided by the Chronux toolbox (Bokil et al., 2010). This method involves the utilization 

of discrete prolate spheroidal sequences (DPSS) (Slepian and Pollak, 1961) known as tapers 

which are multiplied to the time series. The product is then Fourier-transformed and the 

resulting transforms are averaged to provide smooth spectral density function estimates. 

Using the toolbox script mtspectrumc.m, we applied 5 Slepian tapers to each time window 

(1000 ms) and a time-bandwidth product equal to 3 was used. The sampling frequency was 

kept at 1000 Hz and frequencies were estimated between 0.1-80 Hz. 

Before analyzing the spectral modulations in the power spectra during saliency processing, 

it is important to ensure that the oscillations are free of 1/f noise. To remove the aperiodic 

component from the power spectra (mostly concentrated at the lower frequencies), we first 

modeled the 1/f trend of the log‐transformed power spectrum using a least‐squares method 

(Neto et al., 2015). The 1/f trend was then subtracted from the original power spectrum 

(Nikulin and Brismar, 2006; Haegens et al., 2014) and further statistical analyses were 

performed on the 1/f trend removed power spectrum.  
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2.2.10. Source Reconstruction using individual T1 MRI images 

To localize the sources of the alpha band activity, we applied a current density technique: 

exact low-resolution brain electromagnetic tomography (eLORETA) implemented by the 

MATLAB-based Fieldtrip toolbox. eLORETA (Pascual-Marqui, 2007a) is a linear inverse 

solution method that can reconstruct cortical electrical activity with exact localization and 

zero error in the presence of measurement and structured biological noise (Pascual-Marqui, 

2007b;  Dattola et al., 2020). eLORETA provides a weighted minimum norm inverse 

solution where the weights are unique, endowing inverse solutions with very low localization 

error and fewer false positives compared to other methods for both point and distributed 

sources in the brain (Halder et al., 2019).  

We first created the forward models of individual participants using their respective T1-

weighted structural MRI images (MPRAGE) collected from a Philips Achieva 3.0T MRI 

scanner using the following acquisition parameters: TR = 8.4 ms, FOV = 250 X 230 X 170, 

flip angle = 8 degrees, and fiducials marked at nasion, left and right pre-auricular points with 

Vitamin E capsules. The origin (0,0,0) of all the T1 images was set to the anterior 

commissure using SPM 8 before generating individual head models. Using the Boundary 

Element Method (BEM), the brain was segmented into a mesh/grid based on the geometrical 

and tissue properties of the brain. The Polhemus data with the electrode locations of 

individual subjects were then fitted over these individual head models co-registered to the 

MRI fiducial points to create the leadfield matrix corresponding to each participant. For a 

frequency-domain source analysis, the cross-spectral density (CSD) matrix, which contains 

the cross-spectral densities for all sensor combinations, was computed for individual 

participants from the Fourier transformed data for the alpha frequency band (8-9 Hz).   
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Using the CSD matrix and the lead field matrix, a spatial filter was calculated for each grid 

point. A spatial filter reduces the correlations among the scalp-recorded channels induced 

by the source mixing in EEG signals due to volume conduction (Van de Steen et al., 2019). 

By applying this spatial filter to both the trial conditions (WT and ST) individually, the 

power estimate for each grid point was obtained. For calculating the source power, a 

common filter approach was used to ensure that the differences in the source powers across 

the two trial conditions were actually because of differences in the brain activity and not 

because of differences in the filter output (which might arise due to variations in the signal-

to-noise ratio and subsequently varying CSD matrices) in the two trial conditions (WT and 

ST). Using this common inverse filter, the net source power was computed for each 

participant and the individual grids were interpolated with their respective T1 weighted 

images followed by normalization over a common Colin 27 brain template. The statistical 

threshold was set to the 95th percentile and the source powers of grid points to cross this 

threshold were considered as significant sources of activation.  

 

2.2.11. Source Time-series Reconstruction 

For both the trial conditions (WT and ST), we reconstructed the time series for each 

participant at the source level by multiplying the spatial filter generated using the statistically 

significant grid points of the static and the dynamic tasks with the pre-processed EEG time-

series data of the respective task conditions. Common electrode placements were used for 

all participants which were computed by taking the average of their Polhemus 3D locations. 

The projection of the filter onto the EEG time-series data for each condition yielded 3 source 

dipole time-series with their orientations along the x, y and z directions. Since the 

interpretation of results becomes difficult while dealing with three dipole orientations, the 
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time series were projected along the strongest dipole direction. This was done by 

determining the largest (temporal) eigenvector corresponding to the first singular 

value. Further, using k-means clustering, the grid points were classified into nodes based on 

the centroid of the clusters. Sources corresponding to the dynamic task were classified into 

9 nodes whereas, for the static task, they were classified into 5 nodes. Time series 

corresponding to each node were reconstructed for 1000 ms post onset of saliency (matched 

for WT and ST). The reconstructed time series from each participant was treated as a trial, 

making a total of 19 trials from 19 participants. Next, to understand how the processing of 

salient distractors is supported by the underlying networks, we investigated the statistical 

dependencies among the time series by computing the directional interactions between the 

nodes in the presence and absence of salient distractors.  

 

2.2.12. Directed Functional Connectivity Analysis 

Granger Causality (GC) was used to evaluate the directionality of information flow among 

cortical sources from the reconstructed source time series. The GC between two 

simultaneously acquired time series can be understood in this way: if the state variable 

represented from channel i by a time series at present time xt could be improved further by 

including the past information of another time series of another channel j (yt-1,… , yt-p) in 

addition to its own past (xt-1,… , xt-p) where p is a finite period in past of relevance,  we can 

say that yt has a causal influence on xt (Granger, 1969). The traditional pairwise bivariate 

GC implementation cannot distinguish a direct interaction between two signals from the 

influence of a common driver (e. g. zt) acting on both the signals in a system where more 

than two time series are present (Geweke, 1982). In this case, conditional GC provides a 

more reliable framework of GC estimation as it is based on multi-variate autoregressive 
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modeling (MVAR) that accounts for any indirect causations (Chen et al., 2006; Wen et al., 

2013). Yet in this approach, GC is inferred “parametrically”, where separate model fitting 

(computation of p) processes are conducted for each combination of nodes. Such an 

approach may introduce unwanted variability and uncertainty because of model parameter 

(e.g. model order: the parameter which determines how many past time samples are taken 

into account for predicting activities at present time) inconsistency for each combination of 

nodes (Seth et al., 2015). This problem has been solved recently by an MVGC (multi-variate 

Granger causality) approach where an MVAR model is fitted to the time-series data only 

once and all subsequent calculations are based on the estimated model parameters (for more 

information, please refer to the MVGC toolbox (Barnett et al., 2018a, 2018b; Barnett and 

Seth, 2014). The estimation of the correct model order however, still remains a major 

concern. Therefore, to bypass this step of parametric data modeling, we employed a non-

parametric method of GC computation in the spectral domain (Chen et al., 2006; Dhamala 

et al., 2008) as our study mainly focuses on modulations in the alpha oscillations. This 

method, known as Granger–Geweke causality (GGC), has an advantage over the classical 

MVAR approach by having fewer apriori assumptions (Pagnotta et al., 2018b, 2018a; Faes 

et al., 2019) and is well suited to characterize time-varying causal influences between neural 

systems with good temporal resolution.   

In the non-parametric GGC approach, we first obtained the auto and cross spectra from the 

multi-variate time series using the multi-taper method of Fourier transformation. The 

spectral matrix was then factorized to yield the transfer function and the noise covariance 

matrix (Wilson, 1978).  

The directed information flow from channel j to channel i conditional to the 

remaining w channels was calculated as: 
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𝐺𝐺𝐶𝑗→𝑖|𝑤 (𝑓) =  𝑙𝑛 (
Ω𝑖𝑖

𝑄𝑖𝑖(𝑓)∑𝑖𝑖 𝑄𝑖𝑖
∗ (𝑓)

)                                                                                       (1) 

where, ∑ and Ω are the noise covariance matrices of the full system (with all channels) and 

of the subsystem in which channel j is excluded, respectively; while, Qii is obtained from: 

𝑄(𝑓) = [

𝑄𝑖𝑖(𝑓) 𝑄𝑖𝑗(𝑓) 𝑄𝑖𝑤(𝑓)

𝑄𝑗𝑖(𝑓) 𝑄𝑗𝑗(𝑓) 𝑄𝑗𝑤(𝑓)

𝑄𝑤𝑖(𝑓) 𝑄𝑤𝑗(𝑓) 𝑄𝑤𝑤(𝑓)

] 

           =  [
𝐺𝑖𝑖(𝑓) 0 𝐺𝑖𝑤(𝑓)

0 1 0
𝐺𝑤𝑖(𝑓) 0 𝐺𝑤𝑤(𝑓)

]

−1

 [

𝐻𝑖𝑖(𝑓) 𝐻𝑖𝑗(𝑓) 𝐻𝑖𝑤(𝑓)

𝐻𝑗𝑖(𝑓) 𝐻𝑗𝑗(𝑓) 𝐻𝑗𝑤(𝑓)

𝐻𝑤𝑖(𝑓) 𝐻𝑤𝑗(𝑓) 𝐻𝑤𝑤(𝑓)

]                                     (2) 

 

where, H and G are the transfer function matrices of the full system and of the subsystem in 

which channel j is excluded, respectively. These two spectral transfer matrices are obtained 

using Geweke's normalization method, which consists of multiplying transfer functions and 

covariance matrices by transformation matrices to make the noise terms independent (Ding 

et al., 2006; Wen et al., 2013). 

One of the underlying assumptions of the above mentioned GGC algorithm is that the time 

series being tested are stationary (Cohen and Van Gaal, 2013). Though any neural time-

series data obtained empirically is never fully stationary in nature, the non-stationarities can 

be reduced by removing the evoked potentials from EEG data. For this purpose, we filtered 

our reconstructed time-series data between 5-45 Hz to remove the slower frequencies below 

5 Hz and avoid contamination of signals due to any residual line noise (50 Hz), which was 

followed by a z-transformation trial-by-trial. Data from Subject#14 still showed some large 

amplitude jitters in the time series because of which it was not considered for further 

analysis. We also verified the stationarity of the remaining signals using an augmented 

Dickey-Fuller test (Said and Dickey, 1984). Here, the signal is fitted with an autoregressive 

or “AR” model of the following form  
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𝑦𝑡 = 𝑦𝑡−1 + 𝛽1Δ𝑦𝑡−1 + 𝛽2Δ𝑦𝑡−2 + ⋯ +  𝛽𝑝Δ𝑦𝑡−𝑝 + 𝜀𝑡                                                     (3)                

against the alternative model 

𝑦𝑡 = 𝜙𝑦𝑡−1 + 𝛽1Δ𝑦𝑡−1 + 𝛽2Δ𝑦𝑡−2 + ⋯ +  𝛽𝑝Δ𝑦𝑡−𝑝 + 𝜀𝑡                                                  (4) 

where, 

1. Δ is the differencing operator, such that Δ𝑦𝑡 =  𝑦𝑡 − 𝑦𝑡−1 . 

2. εt is a mean zero innovation process and p is the model order of lagged difference 

terms. We kept p = 1 and fitted the value of ϕ . 

Subsequently, the statistical test with null hypothesis of a unit root H0 : ϕ =1; was 

undertaken against an alternative hypothesis of ϕ < 1.  

All the time-series data in both static and dynamic task conditions showed rejection of the 

unit root null in favor of the alternative model indicating that the signals were stationary.  

 

2.2.13. Statistical Analysis 

From the output of the GGC algorithm, the mean of the causal scores was calculated across 

all trials. Each cell in the matrix obtained (9 X 9 for dynamic stimulus and 5 X 5 for static 

stimulus) indicated the causal score between a set of two nodes at 8-9 Hz. The statistical 

significance of these scores was validated using a permutation test. For each task condition, 

a null distribution was generated empirically by random permutations of the reconstructed 

time series across all nodes, run over 1000 iterations.  Subsequently, the spectral Granger 

causality estimates were obtained for the 1000 permutations. The mean and the standard 

deviation of the spectral GC values between 8-9 Hz were computed to generate a confidence 

interval at 95% and the values higher than the right (positive) tail of the confidence interval 

were considered to be statistically significant.   
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We further cross-validated the significance of the statistical scores using time-reversed 

Granger Causality (TRGC) which is an adaptation of the MVGC that uses time-reversed 

data as surrogates for statistical testing (Haufe et al., 2013, 2012). It has been shown that the 

application of this method for testing Granger Causality leads to correct estimates of 

directional information flow as it reduces the effects of intermixing of source signals due to 

volume conduction in EEG (Vinck et al., 2015; Winkler et al., 2016; Anzolin et al., 2019). 

The idea behind TRGC is: if the temporal order of a time series is the deciding factor to tell 

a driver from an effector, the directed information flow should be reduced (if not reversed), 

if the temporal order is reversed. This method rejects false causal interpretations from signals 

that are correlated but non-interacting leading to much lesser detection of false positives. 

Here, the net causal influence from channel j to channel i is inferred only if ∆𝐺𝐺𝐶𝑗→𝑖
(𝑛𝑒𝑡)

 is a 

positive value (since negative GC values hold no physical meaning).  

∆𝐺𝐺𝐶𝑗→𝑖
(𝑛𝑒𝑡)

=  𝐺𝐺𝐶𝑗→𝑖
(𝑛𝑒𝑡)

−  𝐺𝐺𝐶̃𝑗→𝑖
(𝑛𝑒𝑡)

=  (𝐺𝐺𝐶𝑗→𝑖 −  𝐺𝐺𝐶𝑖→𝑗) −  (𝐺𝐺𝐶̃𝑗→𝑖 −  𝐺𝐺𝐶̃𝑖→𝑗)     (5)                              

where the tilde denotes GGC estimates computed on time-reversed data. This test however, 

only works for unidirectional causations because if a bidirectional causality exists, time-

reversal would still show a valid causation.   

After all the directional causations were inferred with TRGC as well as the permutation test, 

we used the statistically significant GC scores to create brain networks that were visualized 

using BrainNet Viewer (Xia et al., 2013). 
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2.3. Results 

2.3.1. Behavioral performance 

The reaction time distribution of all the trials from each trial condition for both the dynamic 

and static tasks have been shown in Figure 2.2(a) and 2.2(b) respectively. Clearly, the 

distribution follows a similar pattern in both the tasks: the reaction times of NT > ST > WT. 

The box plots in Figure 2.2(c) represent the summary statistics of reaction times in 

milliseconds, with 25th, 50th (median) and 75th percentiles reported for the dynamic task 

during WT (523, 622, 773), ST (541, 655, 812), and NT (838, 1096, 1388); and in Figure 

2.2(d) for the static task during WT (770, 944, 1137), ST (833, 1033, 1276) and NT (912, 

1126, 1397). Since the distributions of RTs were visually asymmetric, we employed the non-

parametric Wilcoxon rank-sum test to compute the statistical significance of differences 

between the medians of reaction times of any two categories within a given task condition. 

The test rejected the null hypothesis that data from two distributions have equal medians at 

5% significance level for all category-wise comparisons within a task condition. We also 

checked the effect size of the difference in medians of any two categories within a task by 

determining the Cohen’s d values.  For dynamic task, the reaction time of NT was greater 

than WT (p<0.001, z-value=22.55, d=1.121), the reaction time of NT was greater than ST 

(p<0.001, z-value=21.85, d=1.084) and the reaction time of ST was greater than WT 

(p=0.05, z-value=1.93, d=0.097). For static task, the reaction time of NT was greater than 

WT (p<0.001, z-value=10.72, d=1.261), the reaction time of NT was greater than ST 

(p<0.001, z-value=5.24, d=0.671) and the reaction time of ST was greater than WT 

(p<0.001, z-value=5.51, d=0.707).  
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Figure 2.2. Behavior. Scatter plots showing the distribution of reaction times (RTs) sorted across 

trials in ascending order, during the (a) Dynamic task and the (b) Static task for the three trial 

categories: neutral trials (NT), without saliency trials (WT) and saliency trials (ST). Each data point 

corresponds to the RT of one trial. The medians of the trial categories within the (c) Dynamic task 

and the (d) Static task conditions are statistically compared in the box-and-whisker plots using a 

rank-sum test. On each box, the central red line indicates the median, and the bottom and the top 

edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most 

extreme data points not considered as outliers, and the outliers are plotted individually using the ‘+’ 

symbol. Significant differences were tested at 5% significance and indicated using * (p≤0.05), ** 

(p≤0.01) and *** (p≤0.001). Note: This common convention for marking significance has been used 

for all the plots reported in this study. 
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The highest reaction times in NT in both the tasks are possibly due to the highest difficulty 

level in these trials as compared to ST and WT as there were no obvious correct responses 

in this category. Also, reaction times of ST were significantly higher than reaction times of 

WT in both the task conditions reflecting the processing costs involved in reorienting 

attention to the salient distractors. Hence, it is important to characterize whether the neural 

dynamics corresponding to a salient stimulus are due to an attentional shift alone or attention 

combined with task difficulty.  

 

2.3.2. Neural dynamics in the spectral domain 

To characterize the underlying oscillatory signatures in saliency processing, the power 

spectra were calculated for WT, ST and NT of all the participants, trial-by-trial, which were 

subsequently averaged and collapsed across all the 64 sensors to obtain the global power 

spectra for each trial category. Although WT, ST and NT had almost overlapping power 

spectra between 1-80 Hz in their respective task conditions, notable differences were seen 

in power spectral densities (PSDs) of the alpha band (7-12 Hz). The ST showed an enhanced 

alpha power, interestingly in both dynamic (Figure 2.3(a)) and static (Figure 2.3(b)) task 

conditions. Statistical significance was computed for the enhanced alpha power from the 1/f 

trend removed data using the Wilcoxon rank-sum test at a significance level of 5% and the 

effect sizes were calculated using Cohen’s d measure. In the dynamic task, alpha power of 

ST was significantly higher than that of WT (p=0.041, z-val=2.044, d=0.114) and NT 

(p=0.049, z-val=1.961, d=0.155) between 8-9 Hz but there was no significant difference in 

the alpha powers of WT and NT (p=0.954, z val=0.057, d=0.043) (Figure 2.3(c)). In the 

static task, alpha power of ST was significantly higher than that of WT (p=0.0007, z-

val=3.382, d=0.138) and NT (p=0.012, z-val=2.490, d=0.164) between 8-9 Hz but again 
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there was no significant difference in the alpha powers of WT and NT (p=0.369, z val=0.897, 

d=0.029) (Figure 2.3(d)).  

 

 

 

Figure 2.3. Power spectral density. The mean global power spectra plots for the (a) Dynamic task 

condition and the (b) Static task condition are shown, representing the normalized power spectra of 

neutral trials (NT), without saliency trials (WT) and saliency trials (ST). The insets are the zoomed-

in portions at frequencies (~ 6 to 14 Hz) where these three trial categories show differences in 

magnitudes of their powers. Also, the aperiodic 1/f trend removed power spectra with the standard 
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error of mean (SEM) as shaded region is shown for (c) Dynamic task and (d) Static task, where, the 

powers of ST>WT and ST>NT between 8-9 Hz in both the tasks as tested at 5% significance level. 

No significant differences were seen in the powers of WT and NT in both tasks. The corresponding 

topoplots represent the enhancement of alpha power (8-9 Hz) in ST wrt WT, computed using the 

alpha modulation index (AMI). 

 

No significant enhancement of alpha power in the case of NT (even though they had the 

highest reaction times) compared to WT thus rules out the possibility of alpha power increase 

stemming from task complexity/difficulty level. This suggests that the underlying cause for 

the alpha power enhancement in the ST was distractor suppression (to improve task 

performance) which is consistent with the role of alpha oscillations as reported in a vast body 

of literature (Fries et al., 2001; Fu et al., 2001; Jensen and Mazaheri, 2010; Klimesch, 2012; 

Zumer et al., 2014; Liu et al., 2014; Feng et al., 2017). The net increase in the alpha power 

in ST as compared to WT was calculated using the alpha modulation index (AMI) (Sokoliuk 

et al., 2019) between 8-9 Hz.   

𝐴𝑀𝐼 =  
𝑆𝑒𝑛𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑆𝑇−𝑆𝑒𝑛𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑊𝑇

0.5∗(𝑆𝑒𝑛𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑆𝑇+𝑆𝑒𝑛𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑊𝑇)
                                                             (6) 

The sensor-wise distribution of the AMI has been shown in the topoplots for dynamic 

(Figure 2.3(c)) and static (Figure 2.3(d)) tasks. Sensors Fz, F5, F7, FC5, FT7, T7, CP5, 

TP7, CP4, CP6, P4, P6, P8 and PO6 showed the maximum increase in alpha power (8-9 Hz) 

in the dynamic task. Similarly, sensors F1, F3, F5, F7, FC5, T7, TP7, CP2, CP4, CP6, P2, 

P4 and P6 showed an alpha power (8-9 Hz) increase in the static task. Overall, in both the 

tasks, enhanced alpha power concentrated around the temporo-parietal sensors on both the 

hemispheres; centro-parietal and parietal sensors on the right; and the frontal, fronto-central 

sensors on the left. 
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2.3.3. Underlying cortical sources of neural activity 

The underlying sources responsible for the enhanced alpha power in ST with respect to WT 

were calculated using AMI between 8-9 Hz after computing the individual sources for ST 

and WT using eLORETA (as described in section 2.10). The relative difference in source 

powers of ST and WT conditions produced the residual source powers. We argue that the 

dynamic or static task-specific information was thus negated and the residuals reflect the 

effect of the salient stimuli only. The source powers of all participants were grand-averaged 

and tested for statistical significance. The grid points that survived 95th percentile threshold 

were considered as significant sources of enhanced alpha power in response to salient 

distractors. For plotting, the source coordinates in the 3D voxel space were projected to a 

surface plot as represented in Figure 2.4 using customized MATLAB codes. Spurious 

activations towards the center of the brain arising from noise were removed by masking the 

grid points deep inside the brain with an ellipsoid of optimum radii centered at the anterior 

commissure. All the underlying sources of alpha enhancement with their respective 

coordinates have been listed in Table 2.2. 

a) Dynamic stimulus condition 

x y z Brodmann area Region 

-37.423 -36.441 16.042 Left-BA-40 Left anterior Temporo-parietal junction (Supramarginal gyrus) 

37.865 -60.175 24.873 Right-BA-39 Right posterior Temporo-parietal junction (Angular gyrus) 

34.247 -31.582 18.582 Right-BA-40 Right anterior Temporo-parietal junction (Supramarginal gyrus) 

-33.438 8.240 13.889 Left-BA-44 Left lateral pre-frontal cortex (Inferior/middle frontal gyrus) 

39.084 16.886 4.927 Right-BA-44 Right lateral pre-frontal cortex (Inferior/middle frontal gyrus) 

33.937 -92.210 4.712 Right-BA-18 Right Visual Area (Visual Association area) 

-41.900 -86.704 8.421 Left-BA-19 Left Visual Area  

-37.258 -14.939 5.351 Left-BA-13 Left Insula 

37.606 -11.191 13.270 Right-BA-13 Right Insula 
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b) Static stimulus condition 

x y z Brodmann area Region 

33.371 -29.377 20.384 Right-BA-40 Right anterior Temporo-parietal junction (Supramarginal gyrus) 

32.592 20.498 9.936 Right-BA-45 Right lateral pre-frontal cortex (Inferior/middle frontal gyrus) 

33.801 -79.569 3.153 Right-BA-18 Right Visual Area (Visual Association area) 

-31.293 -21.868 12.106 Left-BA-13 Left Insula 

37.371 -9.490 11.243 Right-BA-13 Right Insula 

 

Table 2.2. Areas involved in processing saliency. Coordinates of centroids of the reconstructed 

sources (clustered through k-means) involved in saliency processing along with their corresponding 

brain areas. 

 

The underlying sources of alpha enhancement in the dynamic task were the left and the right 

anterior temporo-parietal junction (supramarginal gyrus), the right posterior temporo-

parietal junction (angular gyrus), the left and the right insula, the left and the right lateral 

prefrontal cortex and, the left and the right visual areas. The sources corresponding to alpha 

power enhancement in the static task were the right anterior temporo-parietal junction 

(supramarginal gyrus), the left and the right insula, the right lateral prefrontal cortex and the 

right visual area.  

The observed alpha power enhancement during dynamic stimulus processing corresponds to 

two sub-regions of the right TPJ: the anterior and the posterior right TPJ. To further confirm 

whether the two clusters obtained were not from a single big activation region due to a 

limitation of the clustering algorithm, we calculated the Euclidean distance between the right 

anterior and right posterior TPJ based on their coordinates, which was equal to 28.80 mm, 

which suggested that the two sub-regions were considerably far apart to be considered as 

two distinct ROIs.  
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Figure 2.4. Sources of alpha power. The figure represents the cortical sources involved in 

processing saliency at the alpha frequency band (8-9 Hz) when the power of ST is contrasted with 

the power of WT using alpha modulation index (AMI). The sources identified were the left and the 

right anterior temporo-parietal junction, the right posterior temporo-parietal junction, the left and the 

right insula, the left and the right lateral prefrontal cortex (inferior/middle frontal gyrus), the left and 

the right visual areas for (a) Dynamic Stimulus; and the right anterior temporo-parietal junction, the 

left and the right insula, the right lateral prefrontal cortex (inferior/middle frontal gyrus) and the right 

visual area for (b) Static Stimulus. All regions were approximated to the nearest Brodmann areas of 

the human brain. 
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2.3.4. Directed functional connectivity among underlying sources 

Source time series computed from the 9 sources of dynamic stimulus and the 5 sources of 

static stimulus processing conditions were subjected to spectral Granger-Geweke causality 

(GGC) analysis to investigate the directional interactions between the sources involved in 

processing the salient distractors in the alpha frequency range of 8-9 Hz. Please refer to the 

Appendix for the GGC indices. We present the significant unidirectional flows between 

areas with → and bi-directional flow as →. 

Directed information flows in the presence of salient distractor (ST) revealed by GGC can 

be classified into a) intra-hemispheric: Right Insula → Right posterior TPJ, Right Insula 

→Right anterior TPJ,  Right Insula → Right lateral PFC, Right Insula → Right visual, 

Right visual area → Right lateral PFC, Right lateral PFC → Right anterior TPJ, Right 

visual area → Right posterior TPJ, Right visual area → Right anterior TPJ, Right visual 

area → Right lateral PFC,  Right anterior TPJ → Right posterior TPJ, Left Insula → 

Left lateral PFC, Left Insula → Left visual area, Left visual area → Left anterior TPJ, 

Left visual area → Left lateral PFC, Left anterior TPJ → Left lateral PFC and b) inter-

hemispheric: Right Insula → Left anterior TPJ, Right Insula → Left lateral PFC, Right 

Insula → Left Insula, Left Insula → Right anterior TPJ, Left Insula → Right lateral 

PFC, Left Insula → Right visual area, Left visual area → Right Insula, Left visual area 

→ Right posterior TPJ, Left visual area → Right lateral PFC, Right visual area → Left 

visual area, Right visual area → Left anterior TPJ, Right visual area → Left lateral PFC, 

Right lateral PFC → Left lateral PFC, Left lateral PFC → Right anterior TPJ, Right 

anterior TPJ → Left anterior TPJ, Left anterior TPJ → Right posterior TPJ for dynamic 

viewing (Figure 2.5(a)). For static viewing conditions (Figure 2.5(c)), the a) intra-

hemispheric directional flows were:  Right anterior TPJ → Right Insula, Right anterior 
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TPJ → Right lateral PFC, Right Insula → Right visual area, Right insula → Right lateral 

PFC and, Right visual area → Right lateral PFC, while the b) inter-hemispheric ones were: 

Right insula → Left insula, Right visual area → Left insula, and Right lateral PFC → 

Left Insula.   

In the absence of salient distractors (WT) for dynamic viewing conditions, directed 

information flows were as follows, a) intra-hemispheric: Right Insula → Right posterior 

TPJ, Right Insula → Right visual area, Right visual area → Right lateral PFC, Right 

visual area → Right posterior TPJ, Right visual area → Right anterior TPJ, Right 

anterior TPJ → Right posterior TPJ, Left Insula → Left anterior TPJ, Left Insula → Left 

lateral PFC, Left Insula → Left visual area, Left anterior TPJ → Left visual area, Left lateral 

PFC → Left visual area, Left lateral PFC → Left anterior TPJ and; b) inter-hemispheric: 

Right Insula → Left anterior TPJ, Left Insula → Right posterior TPJ, Left Insula → 

Right visual area, Left visual area → Right visual area, Right visual area → Left lateral 

PFC, Right lateral PFC → Left anterior TPJ, Left lateral PFC →  Right posterior TPJ, Left 

lateral PFC →  Right anterior TPJ, Right anterior TPJ → Left anterior TPJ, Right posterior 

TPJ → Left anterior TPJ, Right posterior TPJ → Left visual area, Right anterior TPJ → 

Left visual area, Right lateral PFC → Left visual area, Left anterior TPJ → Right visual area, 

Right anterior TPJ → Left insula, Left lateral PFC → Right Insula (Figure 2.5(b)). For static 

viewing, the following directed information flows were observed for WT, a) intra-

hemispheric: Right visual area → Right insula, Right anterior TPJ → Right lateral PFC, 

Right lateral PFC → Right visual area and; b) inter-hemispheric: Right visual area → Left 

insula, Left insula → Right anterior TPJ and Left insula → Right Insula (Figure 2.5(d)).  

Here, the information flow between Right Insula → Right lateral PFC and Right anterior 

TPJ → Right visual area (both for static stimulus, WT) were not taken into account because 
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they passed the permutation test but yielded negative TRGC values. The causality scores in 

dynamic stimulus condition for Right posterior TPJ → Right lateral PFC and Left lateral 

PFC → Right lateral PFC in WT; and for Right posterior TPJ → Left lateral PFC and Right 

posterior TPJ → Left Insula in ST were significant in the permutation test but showed 

negative TRGC values and hence, were overall considered as non-significant. All other 

causations were statistically significant and are illustrated in Figure 2.5. 

 

 

 

Figure 2.5. Directed interactions between the nodes of the Ventral Attention Network. The 

figure represents all significant causal interactions in the spectral domain (8-9 Hz) for node pairs 

based on their Granger causality scores for ‘with saliency’ (ST) as well as ‘without saliency’ (WT) 

trials in the dynamic (a, b) and the static (c, d) task conditions, respectively. The arrows point from 

the driver node towards the effector node. Red arrows indicate causations in trials with saliency (ST) 

whereas the blue arrows indicate causations in trials without saliency (WT). 
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2.4. Discussion 

We investigated the importance of context specificity while processing saliency and the 

extent to which it reflects in the alpha modulation and its underlying neural networks. Three 

major empirical findings are underscored by our study. First, the spectral power 

corresponding to trials with saliency for two completely different task conditions, static and 

dynamic, show similar patterns of enhancement in terms of frequency (alpha band, 8-9 Hz) 

and magnitude. Spectral power modulations were not seen in any other frequency bands 

between 0.1 to 80 Hz. This suggests a task-independent role of alpha oscillations whose 

characteristic properties do not change with the task condition (e.g., static/ dynamic) per se 

while processing salient distractors. We verified that the rise in alpha power is only tagged 

to “saliency” and not to the complexity/difficulty level of a task condition, as the neutral 

trials (NT) which were the most difficult trials (seen through their significantly high reaction 

times than other categories of trials) did not show an increase in their alpha powers as 

compared to powers of Without saliency trials (WT) in both the tasks. Second, the underlying 

sources of the alpha oscillations obtained through EEG source localization were the lateral 

pre-frontal cortex (lPFC) (including IFG and MFG), the temporo-parietal junction (TPJ), the 

insula and the visual areas comprising Broadman area 18 (visual association area) and 19 

(Please refer to Table 2.2 for details). All these regions (except the visual area) together 

form the Ventral Attention Network, as reported in numerous previous studies (Allan et al., 

2020; Vossel et al., 2014; Han and Marois, 2014; Corbetta et al., 2008), also known to be 

the main underlying network in the process of reorientation. The sources showed significant 

activations in both static and dynamic tasks on contrasting ST versus WT, further reiterating 

our earlier inference that the neural patterns of alpha enhancement vis-à-vis saliency and the 

underlying VAN are completely agnostic to task conditions in the visual modality.  Third, 
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the directed information flow between the key regions of the VAN also reflected a common 

pattern of interaction across static and dynamic task conditions:  Right anterior TPJ → 

Right insula → Right lateral PFC → Right anterior TPJ, also indicating the presence of 

a more right-lateralized network, operational only in the presence of salient distractors. This 

pattern of interactions was missing in the trials without saliency and was consistent across 

both static and dynamic tasks. This common pattern of interactions also highlights the mode 

of directional information flows among the individual node-pairs, showing a bidirectional 

interaction rather than following a unidirectional bottom-up approach (Figure 2.6). 

 

 

Figure 2.6. Organization of directed functional connectivity among the nodes of the Ventral 

Attention Network. The schematic outlines the common causal patterns from static and dynamic 

stimulus conditions between the right hemispheric nodes in the (a) presence (ST) and (b) absence 

(WT) of a salient distractor while performing a goal-directed task. The solid arrows indicate 

significant causations in both static and dynamic stimulus conditions while the dashed arrow 

indicates significant causation (95% confidence interval) only in static stimulus condition.  
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Neural oscillations and behavioral correlates of saliency processing 

Behavioral results of the present study indicated that the salient distractor in the ST caused 

an increased latency in reaction time (Noonan et al., 2016) as compared to WT in both the 

task conditions (Figure 2.2(c), 2.2(d)). This can be attributed to 1) the ‘pop-out’ property of 

the salient distractor because of which there was an attentional reorientation and 2) the re-

engagement of attention back to the goal-driven task. These two sub-processes are absent in 

WT, and hence they have a comparatively shorter reaction time.  

Power spectral density results showed significantly enhanced alpha power (8-9 Hz) for 

salient trials (ST) compared to WT (Figure 2.3). Whether this enhanced alpha response 

arises from increased neuronal processing or is a functional mechanism for filtering 

distracting visual stimuli may be disentangled using directed functional connectivity analysis 

as discussed in the later sub-sections. Consistent with our PSD results, several studies using 

attentional (spatial) cueing paradigms have previously reported an increased amplitude in 

alpha band power for the to-be-ignored as compared with the to-be-attended location 

(Capilla et al., 2014; Capotosto et al., 2009;  Feng et al., 2017; Frey et al., 2014; Ikkai et al., 

2016; Kelly et al., 2006; Rihs et al., 2007; Schneider et al., 2019; Thut et al., 2006; Voytek 

et al., 2017; Worden et al., 2000). We not only replicated these findings but also extended 

the results for a task with spatio-temporal complexity (dynamic stimulus) as well. Our results 

that salient distractors cause an alpha power increase are, however, not in agreement with a 

previous MEG study (McDermott et al., 2017), where they observed an alpha power 

decrease in the incongruent condition as compared to the congruent condition during the 

performance in an Eriksen flanker task. Interestingly, these alpha modulations were observed 

between a frequency range of 9-12 Hz, which opens up future avenues for research to test 

how the low (8-9 Hz) and high (9-12 Hz) alpha frequencies of the brain respond differentially 
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to saliency. Although such deviation in results could also be due to differences in EEG and 

MEG sensitivity to cortical responses.  

 

Underlying cortical sources of saliency processing across task conditions 

A comparison between the two topoplots (Figure 2.3(c), 2.3(d)) indicated the presence of a 

possible overlap of regions comprising the right centro-parietal and parietal; the left fronto-

central and frontal; and the temporo-parietal regions of the cortex in both the tasks while 

processing saliency related information (ST contrasted to WT) and guided us to further delve 

into the source space. Source reconstruction results revealed the presence of common 

sources across both the task conditions indicating a task-independent (static/dynamic) 

processing of salient distractors. One might argue here that the relative increase of alpha 

power calculated using alpha modulation index (AMI) might have negated all task-specific 

information, leaving behind stimulus properties attributable only to the salient distractors. In 

this context, we would like to emphasize the point that our dynamic and static task conditions 

consisted of salient distractors which too were dynamic and static, respectively, which 

supports our claim for the involvement of common neural correlates in saliency processing 

across different stimulus conditions.  

We observed more bilateral sources in the case of dynamic stimulus condition which 

comprised both right and left anterior TPJ, insula, lateral pre-frontal cortices and visual 

areas. Sources for processing saliency in static stimulus condition were however, more right 

lateralized where, all the aforementioned regions were present only in the right hemisphere 

(except for the insula which showed a bilateral activation). As per extant literature, all these 

regions constitute the Ventral Attention Network (Vossel et al., 2014; Corbetta and Shulman, 
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2002; Downar et al., 2000) which has mostly been reported as “right-lateralized” (Schuwerk 

et al., 2017; Eddy, 2016; Krall et al., 2015; Han and Marois, 2014). It is this right-lateralized 

VAN that has particularly been implicated in spatial reorienting and in computing the 

behavioral relevance of salient signals (Krall et al., 2015; Carter and Huettel, 2013; Decety 

and Lamm, 2007). This right-hemispheric asymmetry is also seen in patients with hemi-

neglect where there is a  predominance of right rather than left TPJ lesions (Downar et al., 

2001). The presence of a bilateral insula in both the task conditions corroborates with 

previous studies where the insula has been reckoned as the key hub of a bilateral “salience 

network”, another relevant network involved in the detection of novel salient stimuli and 

task switching (Jakobs et al., 2012; Menon and Uddin, 2010; Seeley et al., 2007). However, 

the insula has also been considered as a part of the VAN in several studies (Farrant and 

Uddin, 2015; Han and Marois, 2014) because the anterior insula overlaps with the Ventral 

Frontal Cortex (VFC) which is an important node of the VAN (Corbetta and Shulman, 2002).  

Since the VAN is believed to facilitate the detection of salient/distracting stimuli, it is not 

surprising that the regions of this network would show stronger responses during ST 

compared to WT. Although studies suggest that the VAN does not work in isolation but 

concomitantly with the Dorsal Attention Network (DAN) to process salient stimuli (Vossel 

et al., 2014), our source localization results for the modulated alpha (8-9 Hz) did not show 

activation in regions of the DAN. One possible reason for the conspicuous absence of DAN 

may be related to the fact that the frequency domain of interest in this study was at the low 

alpha range. Another possible reason could be when ST was contrasted with WT, the source 

powers of the regions of the DAN got negated if present somewhat equivalently in both, ST 

and WT. Therefore, we chose to consider only VAN nodes for the directed functional 

connectivity analysis. 
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Directed functional connectivity between the regions of VAN 

In this study, the identification of a common set of brain areas underlying alpha enhancement 

across two types of stimuli warrants an understanding of the directed functional connectivity 

among candidate nodes of the VAN in various task contexts. Higher number of causal 

connections in the dynamic task (Figure 2.5(a), 2.5(b)) may be attributed to the spatio-

temporal demands of the task where the distractor changed its position in space at every 

instant of time and needed to be actively ignored via attentional mechanisms for the entire 

stimulus display. Overall, the sensory areas comprising the left and the right visual areas 

direct brain regions commonly attributed to higher order processing, more strongly in ST 

than in WT (detailed GGC values are presented in the Appendix) suggesting the involvement 

of enhanced bottom-up attention to process salient events during ST. In the dynamic task, 

we observed that the lateral PFC, the insula and the anterior TPJ have a higher causal strength 

of inter-hemispheric connections in ST as compared to WT. Such bilateral interactions 

between the node-pairs indicate a coordinated activity of both the hemispheres of the brain 

required to process salient distractors in a spatio-temporally complex environment. 

Functional connectivity patterns in earlier studies showed that it is the anterior TPJ that is 

mainly connected with the inferior frontal gyrus (part of the lPFC) and the anterior insula as 

part of the VAN (Gillebert et al., 2013). Our directed functional connectivity analysis further 

extends these results with consistency where we see significant causal interactions of the 

insula and lateral PFC with the right anterior TPJ (supramarginal gyrus) but not with the 

right posterior TPJ (angular gyrus), particularly in the trials with saliency (ST). 

Two previous fMRI studies have investigated the effective connectivity and causal 

interactions between DAN and VAN using DCM (Vossel et al., 2012) and Granger Causality 

(Wen et al., 2012b), respectively. In the DCM study, directed influences within the VAN 
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were observed from the right TPJ to the right lateral PFC (right IFG in particular) during the 

reorientation of attention to invalid cues in a grating orientation discrimination task. Both 

these studies however did not consider the effect of Insula in the VAN and focussed mostly 

on the connectivity modulations between rTPJ and rIFG/rMFG in the presence and absence 

of saliency. In our study, using a GC approach we also considered the interactions of insula 

with rTPJ and rlPFC, as we obtained all the 3 regions from source reconstruction in both 

static and dynamic task conditions. Also, since insula plays an important role in task 

switching (Pedrazzini and Ptak, 2019) and interference suppression demanding moment-to-

moment adjustments (Wilk et al., 2012), we believe that it is important to incorporate the 

region to clearly identify the directed functional connectivity underlying saliency 

processing. We observed that the Right anterior TPJ → Right insula → Right lateral 

PFC → Right anterior TPJ across both the tasks but only in ST (Figure 2.6(a)). This 

organization of directed information flow was completely absent in the absence of saliency 

(WT) (Figure 2.6(b)) which in accordance to previous literature suggests that the VAN 

remains suppressed while performing a goal-directed task. This suppression however, might 

not be because of the suppression of the VAN nodes as such, but because of the suppression 

in directional interactions between the nodes. Our results demonstrate that the operational 

mechanism of flexibly switching from a goal-directed task to saliency processing may lie in 

reconfiguration of network interactions for the reorientation of attention. Our results 

particularly characterize how information flows between the TPJ, the insula and the IFG in 

the right hemisphere are crucial for processing saliency across tasks. The directional 

interactions within the nodes of the DAN have been well investigated previously (Bressler 

et al., 2008) but as per our knowledge, this is the first EEG study to report the directional 

interactions among the nodes of the VAN and to capture the neural oscillations associated 

with the activity of this network. As a cautionary note, the spatial accuracy of these nodes 
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based on EEG source localization comes with several limitations, nonetheless, underpinning 

the transient changes in neural dynamics during reorientation of attention requires temporal 

precision which is difficult to achieve through other neuroimaging techniques like fMRI. 

Some recent evidence has shown that the detection of very focal activations for cortical 

sources may be possible using the source reconstruction algorithm eLORETA (Halder et al., 

2019a). Furthermore, we have co-registered the EEG of individual participants with their 

respective brain MR images instead of directly warping the individual brain recordings to a 

standard template, to get a more accurate spatial estimate.  

Finally, a prospective avenue for future research will be to study the interaction of the VAN 

with other intrinsic networks of the brain such as the default mode network (DMN), saliency 

network (SN), dorsal attention network (DAN) and central executive network (CEN) which 

is currently outside the scope of this study. Another interesting direction to investigate will 

be to explore the thalamic contribution to the reorientation of attention as some resting state 

studies have recently hypothesized a major role of the thalamus in saliency processing (Das 

et al., 2020). Some previous studies have shown that abnormality in alpha oscillations 

correlates with attentional disorders (Lenartowicz et al., 2018; Mazaheri et al., 2014). 

Atypical alpha asymmetry during covert attention has been observed in attention deficit 

hyperactivity disorder (ADHD) compared with neurotypical populations (Hale et al., 2009). 

Extending our study to other modalities like auditory and multisensory can establish 

communication in alpha frequencies via the VAN nodes as a marker of saliency processing 

which is agnostic to task conditions. Such a marker can prove to be of significant diagnostic 

use in clinical studies.  
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Chapter 3  

 

Spectral markers of context-independent 

processing of salient auditory distractors 

 

 

3.1. Introduction 

Sudden salient sounds in the environment always grab our attention reflexively even if it 

requires switching from a goal-driven task where attention is already engaged. While trying 

to process such sudden sounds (e.g., phone-ring during a lecture), we almost invariably look 

around for the source of the sound while trying to visualize it. This is however, not the case 

for visual salient distractors as we would not really be bothered by how a visual object would 

sound (pop-up ads while reading an article on the laptop) even if its appearance is sudden. 

Why does the auditory modality become dependent on the visual modality when processing 

such sounds? Yet, it is actually the auditory system that is more capable of detecting events 

that can happen from any direction in the 3D space. The core brain regions (the right TPJ, 

the right insula, the MFG/IFG) carrying out the attentional switch towards such distractor 

sounds together form a right-lateralized attentional network, known as the Ventral 

Attentional Network (VAN) (Corbetta et al., 2008; Downar et al., 2000). This network is 

involved in the reorientation of attention to such salient stimuli in both the visual and the 

auditory modalities (Fritz et al., 2007) but its presence in the auditory modality is reported 

to be bilateral (KIEHL et al., 2001; Mayer et al., 2006). Most of the existing studies have 

used fMRI BOLD signals to identify VAN activations during processing of salient stimuli 
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because of which they have been unable to capture the neural oscillations through which the 

regions of this network communicate with each other. Since abnormal VAN functioning is 

associated with several clinical conditions like ADHD and spatial neglect (as discussed in 

Chapter 1), identifying the aberrant oscillations in this network can serve as early diagnostic 

tools to these pathologies. To achieve this goal, one must first identify the various oscillations 

underlying VAN processing and classify them across different stimulus contexts and 

modalities. Recent EEG study from our group (Ghosh et al., 2021) found that the regions of 

the VAN underlie modulations in the alpha frequency band (8-9Hz) during the process of 

reorientation to ‘visual’ salient distractors while performing stationary and moving visual 

attention tasks (thus reflecting context-independent processing within the visual modality). 

Based on these findings, we hypothesize that the neural mechanisms associated with 

processing salient auditory distractors too are not contingent upon the context (e.g., speech 

or non-speech) of the ongoing goal-driven auditory task and are executed by modulations in 

the alpha frequency band.  

To test out our hypothesis, we designed three novel auditory tasks constituting three different 

auditory contexts including – a) pure tones (constant frequency over time), b) FM sweeps 

(increasing/decreasing frequency over time) and c) speech syllables (non-linear frequency 

modulations over time). These three contexts were carefully selected based on previous 

studies showing tasks involving categorization across non-speech sounds (pure tones, tonal 

contours, etc.) depended upon basic audio property extraction from the stimulus and hence, 

involved the low-level auditory areas of the brain only unlike speech sounds where, natural 

speech representations mostly existed in the auditory areas and categorizations thus involved 

higher order processing (Luo et al., 2005; Rogers et al., 2014). Palva et al., (2002) reported 

that different responses were evoked by speech and non-speech sounds in the gamma-

frequency band but not in the low-frequency (0.1–20 Hz) bands at around 40–60ms from the 
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onset of the stimulus. The mismatch negativity (MMN), an electrophysiological response to 

an unexpected novel stimulus, was different for speech and non-speech stimuli (Aulanko et 

al., 1993; Phillips et al., 2000; Shtyrov et al., 2000; Vihla et al., 2000). Gootjes et al., (1999) 

on the other hand found significantly stronger N100m responses to vowels than to non-

speech tones or piano notes over the left but not the right hemisphere. Eulitz et al., (1995) 

and Tiitinen et al., (1999) found a slightly later N100m for speech sounds than for tones, in 

both hemispheres. The peak latency of N100m was delayed for complex sounds as compared 

to basic sounds and, further, for speech sounds (Parviainen et al., 2005). In order to 

understand how auditory distractor sounds are processed while attending to the different 

auditory contexts/conditions, we looked at the spectral changes at the neural level due to the 

occurrence of naturalistic salient sounds while attending to tasks with steady-state, dynamic 

and speech audio stimuli. We used 60 such distractor sounds which were introduced at 200 

ms post attentional engagement to the auditory contexts in an EEG study on healthy humans.   

 

3.2. Methods 

3.2.1. Participants 

28 healthy human volunteers (median=26 years; min=22 years; max=36 years; 16 females) 

participated in this study with written informed consent. All participants were right-handed 

and reported no history of neurological or audiological problems. The study was conducted 

according to the ethical guidelines and prior approval of the Institutional Human Ethics 

Committee of the National Brain Research Centre, India. All participants had University 

degrees or higher and were remunerated for their participation. To avoid any attentional bias 

in the data, they were discouraged from consuming any stimulant/medication (e.g., 

tea/coffee/sedatives) before reporting for the experiment.  
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3.2.2. Experiment  

The participants listened to auditory stimuli presented via sound tubes while performing a 

duration discrimination task (Figure 3.1). The task required participants to identify the 

longer/shorter audio (prompted before the presentation of a block) from a pair of identical 

sounds differing only in their durations of presentation. There were 6 blocks in total with 90 

trials in each block. The target in 50% of the blocks was to identify the longer audio (and 

shorter audio in the other 50%). The responses were made using keyboard keys - key 1 was 

pressed if the response was the first audio and key 2 was pressed in case the response was 

the second audio. Each trial was made up of an audio pair (sound1 + delay + sound2) which 

lasted for a total duration of 1200 ms. There was a brief period of silence (delay) between 

sound 1 and sound 2 and its length was decided by the individual lengths of sound 1 and 

sound 2 such that the total length of a trial was fixed at 1200 ms.  The audio pair durations 

used were: 300-500ms, 350-500ms and 350-550ms (and also, 500-300ms, 500-350ms and 

550-350ms), standardized after pilot experiments on participants to set easily identifiable 

perceptual differences between sound 1 and sound 2. An inter-trial interval jittered between 

1800-2200ms was used to minimize the temporal expectancy of the next upcoming trial.   

 

3.2.3. Stimuli  

All the participants performed 3 auditory attention-based tasks which consisted of 3 

conditions of auditory stimuli, classified based on their changing frequency characteristics 

across the temporal scale : Condition I – Steady-state frequency, Condition II – Linearly 

rising/falling frequency and Condition III – Non-linear frequency modulation. The 

Condition I stimuli consisted of pure tones of frequencies 400 Hz, 600 Hz, 800 Hz, 1000 Hz 

and 1200 Hz; the Condition II stimuli consisted of up and down FM sweeps (1000-2000Hz, 
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600-1400Hz, 200-800Hz, 2000-1000Hz, 1250-500Hz); and the Condition III stimuli 

consisted of speech syllables (/ba/, /ta/, /tha/, /ka/, /ha/) in both male and female voices. All 

the stimuli were matched for loudness and were ramped up/down by 0.5ms at the 

beginning/end to prevent click illusion. The frequency patterns of Condition II stimuli were 

chosen such that they were equi-spaced on a log frequency (Mel) scale. All Condition III 

stimuli were generated using text-to-speech converting software 

Notevibe (https://notevibes.com/). Sound1 and sound2 of each trial were joined using the 

audio editing software Audacity (www.audacityteam.org). Each auditory task (or stimulus 

Condition) had three categories of trials called ‘Without Saliency Trials’ (WT), ‘Saliency 

Trials’ (ST) and ‘Neutral Trials’ (NT), 30 each in every block (Table 3.1). Within a block, 

their presentation order was randomized. The paradigm design in WT was exactly as 

described above in the experiment section. In ST, additionally, a salient distractor sound was 

introduced at a latency of 200 ms from the onset of Sound1 which was played till the end of 

the trial such that post salience duration was 1000ms long (Figure 3.1). The salient distractor 

sounds ranged from phone bell ring to dog bark sounds which were obtained from a 

repository of naturalistic sounds called Soundbible (http://soundbible.com/). We used 60 

such distractor sounds as listed in Table 3.2. To maintain uniformity, we ensured that ST 

across all the 3 stimuli conditions consisted of the same distractor sounds and since each 

stimulus condition corresponded to 2 blocks (and each block had 30 ST), none of these 

sounds were presented more than 3 times to preserve their saliency effect. In NT, sound 1 

and sound 2 were equal in length but the participants were unaware of it and hence gave the 

perception of the most difficult trials. These trials were introduced to keep a check on the 

participant’s attention such that if the participant was indeed attending to a task block, it 

would reflect in the reaction times across the 3 categories of trials. 

 

https://notevibes.com/
http://www.audacityteam.org/
http://soundbible.com/
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Figure 3.1. Auditory paradigm. An example of the auditory duration discrimination task is shown 

which comprises two identical sounds, sound1 and sound2, differing in their individual durations. 

The task was to identify the longer/shorter sound as prompted at the beginning of each block. Each 

block could comprise either of the three types of sound stimuli between pure tones (steady-state), 

FM sweeps (increasing/decreasing frequencies) or speech syllable sounds (in male/female voice). 

Within a block, there were 3 categories of trials - Without Saliency (WT), With Saliency (ST) and 

Neutral Trials (NT), presented in random order. In ST, a salient sound was additionally introduced at 

200 ms from the onset of sound1, presented till the offset of sound2.  

 

Table 3.1. Trial distribution across conditions. 

 

 

 

 

 

 

Trial Information Condition I Condition II Condition III 

Total no. of blocks 2 2 2 

No. of trials per block 90 90 90 

Neutral trials (NT) 30 30 30 

Without saliency trials (WT) 30 30 30 

Saliency trials (ST) 30 30 30 
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Table 3.2. List of salient sounds used in the experiment. 

 

 

 

SALIENT SOUNDS 

Phone ring Big bell SMS notification Fire alarm Utensils falling 

Truck siren Whistle  Crowd clapping Thunder  Sheep bloating 

Dog Bark Drum roll Saw sound Rooster call Night crickets 

Cat meow Evil laugh Car racing Cycle horn  Sniffing  

Child cheering Steam engine  Bomb drop Airplane taking off  Brooming 

Woman 

screaming 

Dog growling Angry growl Baby crying Milk pouring  

Welding  Fireworks  Guitar playing Devotional 

chanting 

Tyrannosaurus  

Brook  Flock of seagulls Birds chirping Clash of swords Coughing  

Eagle 

screeching 

Bats screeching  Lion roaring Helicopter Nose blow 

Spanish no. 

counting 

Funny human 

sound 

Child speaking 

gibberish 

Car engine starting Tongue rolling 

Coins dropping Gibbon monkeys Bottles rattling Toilet flush Generator start 

Gunshot Cartoon  Party crowd Motorbike Wind chimes 
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3.2.4. EEG data acquisition  

The participants were seated in a dark soundproof room during the experiment and were 

asked to focus on a central ‘+’ fixation displayed on the computer screen placed right in front 

of them to minimize eye movements. EEG data were collected from 63 active electrode 

channels using Brain Vision EEG recording system and acquisition software with the 

reference electrode at FCz and ground anterior to AFz. The channel impedances were 

constantly monitored and maintained below 10 kΩ. Data were acquired at a sampling rate of 

1000 Hz and a 50 Hz line noise filter was applied online in the Brain Vision software. All 

the responses were marked by receiving triggers at key presses on a computer keyboard 

recorded through the NBS Presentation software. The participants were briefed about the 

task before the commencement of the experiment and a short demo of the paradigm was 

presented to them for a better understanding of the task. They were instructed to listen to the 

stimuli carefully during the experiment and to respond as fast and as accurately as possible 

to all the trials. If a trial had more than one response, only the first response was considered 

for further analysis. The blocks were randomized across participants and a rest period was 

allowed after every block. After the EEG session, the 3D location of electrodes were 

recorded using a Polhemus Fastrak system with a set of fiducial points (Cz, nasion, inion, 

left and right pre-auricular points) while the EEG cap was placed on the participant’s head. 

 

3.2.5. EEG data preprocessing  

The EEG data were pre-processed using the EEGLAB toolbox (Delorme and Makeig, 2004) 

and custom-written scripts in MATLAB (www.mathworks.com). The raw data were first 

imported and bandpass filtered between 1-90 Hz using zero-phase Hamming-windowed sinc 

FIR filter. The filtered data corresponding to time stamps before and after a block 

http://www.mathworks.com/
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presentation period were removed. The data were visually inspected at this stage and one 

participant’s data was discarded because there were more than 5 noisy channel recordings. 

One channel (T8) in another participant was noisy and was hence interpolated to neighboring 

channels. Independent component analysis (ICA) was then applied block-wise to each 

participant’s data and the ICs corresponding to eyeblinks and eye movements were visually 

identified and removed. Next, the data were average re-referenced, epoched and sorted 

according to the trial categories, i.e., WT, ST and NT, based on their trigger information. 

Each epoch was 1400 ms long, with 200 ms of pre- and 1200 ms of post-stimulus activity. 

Each trial (epoch) was baseline corrected and any linear trends were removed from them. To 

ensure that our neural data were free from any muscular or electrocardiograph artifacts, we 

further set a threshold of ±75µV such that trials with an amplitude more than this threshold 

were rejected from all the channels. 

 

3.2.6. Data analysis  

The reaction time and accuracy of each trial was recorded across all conditions using NBS 

Presentation software. The reaction time was defined as the duration from the onset of a trial 

till the participant hit the response key. To have a better estimate of the participant’s 

engagement with the task, the blocks with accuracy <70% were rejected for further analysis. 

Such blocks represented around 7% of the total blocks. Reaction times (RTs) less than 

100ms, responses made after the commencement of the subsequent trial and the trials 

without any responses were not considered for analysis. All trials from the 27 participants 

were sorted based on the above criteria and their reaction times and % accuracies were 

computed and compared across WT, ST and NT for conditions I, II and III. The pre-

processed EEG data was Fourier transformed using the mt_spectrumc (multi-taper method) 
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function of Chronux toolbox. As the behavioral performance was above 70% correct, we 

included both the correct and incorrect trials to have a good signal-to-noise ratio. For all 

these trials, we used 1000 ms data segments post-saliency to have an even comparison across 

WT, ST and NT. Therefore, for WT and NT, data were extracted 200 ms onwards post-

stimulus onset which was exactly when saliency was introduced in ST. The sampling 

frequency was set to 1000 Hz, time-bandwidth product to 3, Slepian tapers to 5 with padding 

set to zero (default). Using these parameters, we obtained the power spectrum between 1-90 

Hz. Next, we removed the 1/f aperiodic component from the power spectrum as it can 

severely bias the observable changes in power, especially at the lower frequencies. To do 

this, we modeled the 1/f trend of the log‐transformed power spectrum using a least‐squares 

method and then subtracted it from the original power spectrum (Neto et al., 2015; Haegens 

et al., 2014). 

 

3.2.7. Statistics   

The statistical analyses on reaction times and power spectra were performed using non-

parametric Wilcoxon signed rank test at 5% significance level to compare any significant 

differences across WT, ST and NT in conditions I, II and III.  

 

3.3. Results 

3.3.1. Behavioral performance  

The overall accuracy (% correct responses) of participants in WT for task conditions I, II 

and III were 93.64, 90.6 and 88.4, respectively that dropped in the presence of salient 

distractors (ST) to 89.4, 84.5 and 72.9, respectively (Figure 3.2). Since the neutral trials 
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(NT) were not designed to have any correct responses, they were not a part of the accuracy 

comparisons. The trial-wise medians of RTs (in milliseconds) in WT, ST and NT, 

respectively for Condition I were 1649.4, 1694.6 and 1905.9; for condition II were 1663.7, 

1745.2 and 1891.3; and for condition III were 1708.1, 1802.9 and 1938. In all three 

conditions, the RTs of NT were significantly higher than that of ST (p<0.0001) and WT 

(p<0.0001), whereas the RTs of ST were significantly higher than that of WT (p<0.0001), 

exhibiting a common trend where RTs of NT>ST>WT (Figure 3.3). 

 

Figure 3.2. Accuracy across tasks. The stacked barplots represent the average percent accuracies 

of all participants in trials Without Saliency (WT) and With Saliency (ST) across conditions I, II and 

III. 
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Figure 3.3. Reaction times (RTs) across tasks. The violin plots represent the distribution of reaction 

times of all trials in Without Saliency (WT), With Saliency (ST) and Neutral Trial (NT) categories 

for (a) Condition I, (b) Condition II and, (c) Condition III. The solid line at the center represents the 

median of the distribution and the dotted line represents the mean. The *** represents a significant 

(p<0.0001) difference between any two categories of trials. 

 

3.3.2. Modulations in the power spectra  

The power spectrum obtained for each trial was averaged and collapsed across all the 63 

sensors to obtain the grand-average power spectra of WT, ST and NT for conditions I, II and 

III (Figure 3.4). Between 1-90 Hz, significant differences were seen in the power spectra of 

WT and ST at the alpha frequency (8-10 Hz) and the late beta frequency (25-29 Hz) bands 

for all three stimulus conditions. In condition I, the alpha power of ST was significantly 

lower than that of WT (p=0.035) but no such differences were seen in the power of NT. In 

condition II, the alpha power of ST was significantly lower than that of both WT (p=0.032) 

and NT (p=0.002) but there were no significant differences in the alpha power of WT and 

NT. In condition III, the alpha power of ST was significantly lower than that of WT 

(p=0.003) and again, no significant differences were seen in the power of NT. Interestingly, 

we also observed significantly reduced late beta power in ST as compared to WT in 

Condition I (p=0.0001), Condition II (p=0.028) and Condition III (p<0.0001) but no such 

differences were observed between the late beta powers of WT and NT.  We observed 

significantly lower beta power of ST as compared to NT in Condition I (p<0.0001) and III 

(p=0.005). 
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Figure 3.4. Power spectral density. The mean global power spectra plots while performing tasks in 

(a) Condition I, (b) Condition II and (c) Condition III are shown, representing the 1/f noise removed 

periodic power spectra of without saliency (WT) and saliency trials (ST). The insets are the zoomed-

in portions at frequencies ~ 20 to 35 Hz. The gray shaded regions represent the frequencies with 

significant differences in power between WT and ST. 

 

 

3.3.3. Distribution of power modulations in the sensor space  

The sensor-wise distribution of the decrease (ST-WT) in alpha (8-10 Hz) and late beta (25-

29 Hz) powers for conditions I, II and III are represented using topoplots in Figure 3.5. In 

condition I, the maximum decrease in alpha power was observed in sensors P7, P5, P3, P1, 

Pz, P6, P8, PO8, PO4, POz, PO3 and PO7; in sensors P7, PO7, PO3, O1, POz, Oz, PO4, O2, 

PO8, P6 and P8 for condition II; and in sensors P7, P5, P3, P1, Pz, P4, P6, P8, PO8, PO4, 

O2, POz, PO3, PO and O1 for condition III.   The maximum decrease in the late beta power 

was seen in sensors F7, F5, AF7, Fp1, AF3, Fp2, AF4, AF8, F4, F6, F8, FC6, FT8, T8 and 

PO8 for condition I; in sensors F7, F5, AF7, Fp1, AF3, AFz, AF4, F4, FC4, FC6, F8 and 

PO8 for condition II; and in sensors FT7, F7, F5, AF7, Fp1, Fp2, AF4, AF8, F2, F4, F6, F8, 

FC4, FC6, FT8, T8 and PO8 for condition III. 
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Alpha power modulation to process auditory salient distractors 

 

 

 

Late beta power modulation to process auditory salient distractors 

 

 

 

Figure 3.5. Power distribution in sensor space. The top panel shows the sensor-wise distribution 

of significantly decreased alpha power (WT-ST) between 8-10 Hz in the presence of salient 

distractors for (a) Condition I, (b) Condition II and (c) Condition III. The bottom panel depicts the 

sensor-wise distribution of significantly decreased late beta power (WT-ST) between 25-29 Hz for 

(a) Condition I, (b) Condition II and (c) Condition III. The plots show differences of 1/f corrected 

power of ST and WT at the two frequency bands. 

(a) Condition I (b) Condition II (c) Condition III 
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3.4. Discussion 

We investigated the neural correlates of processing salient distractors while actively 

attending to three auditory tasks with sound stimuli having different spectro-temporal 

properties. Our results reveal a condition-independent effect in auditory distractor processing 

as both the behavioral and spectral changes associated with distractor processing remain 

conserved across the three task conditions. We observed a drop in the accuracies of ST in 

conditions I, II and III, more so for condition III as speech stimuli was the most complex 

condition out of the three and separating speech from auditory distractors during task 

performance was evidently, more difficult. The reaction times of the three stimulus 

conditions also followed the same pattern where the RTs of NT>ST>WT. All the between 

trial-category differences were significant within a condition. Since these behavioral 

responses can be thought of as a manifestation of the neural processes, higher reaction times 

of ST as compared to WT can be owed to the presence of distractors in ST which perhaps 

caused a brief reorientation from the main task, adding on to the reaction time. The design 

of NT was such that both the sounds in a trial were presented for exactly the same duration 

but since the participants were unaware of it, they were made to think that the two audio 

durations were very close to each other, adding to the difficulty level and thus, producing 

highest reaction times in all the three task conditions. We next looked at the spectral changes 

associated with salient distractor processing and found that there were modulations in the 

alpha and beta frequency bands invariably in all three conditions. There were significant 

reductions in the alpha (8-10 Hz) and the late beta (25-29 Hz) powers in ST as compared to 

WT. There were no such observable differences between the powers of NT and WT 

validating that the power changes in ST are actually due to salient distractor processing and 

is not just a byproduct of added difficulty to the task. According to literature, an increase in 
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alpha power represents an inhibited/suppressed state (Pfurtscheller and Lopes Da Silva, 

1999) and therefore, a reduction in alpha power should represent cortical facilitation 

(Klimesch, 1996). The sensor space distribution of the alpha power revealed that it was 

mostly the parieto-occipital and occipital regions contributing to the reduced alpha power in 

ST in all three conditions. Concordant with these observations, a recent study (Keefe et al., 

2021) showed that exogenous spatial orienting of attention to audio cues resulted in visual-

cortical facilitation in the hemisphere contralateral to the attended location, without any 

suppression in the opposite hemisphere in the occipital cortex. Since the auditory stimuli 

delivered during our experiment were essentially binaural, it is not surprising to see bilateral 

visual-cortical facilitation in the occipital region (marked by the alpha power reduction) in 

the presence of auditory salient distractors(ST). However in condition III, the alpha 

modulation is stronger on the left parieto-occipital region as compared to the right side 

suggesting some speech specific effects from the task context (Zatorre et al., 1992). 

Moreover, alpha desynchronization during involuntary attention in response to salient 

sounds in the complete absence of visual stimuli has also been previously reported (Störmer 

et al., 2016). Based on our results and previous studies (Feng et al., 2017), one may conclude 

that salient unexpected sounds promote alpha power decrease in occipital regions to improve 

visual perception, suggesting that novelty detection in one sensory modality may enhance 

the processing of potentially relevant information in another one in anticipation of 

danger/reward.  

The pattern of beta power reduction in ST is also similar for all three stimulus conditions. 

The sensors contributing majorly to the beta power modulation are mostly around the cortical 

regions of the right temporo-parietal junction, right insula and the left and right pre-frontal 

cortices. These areas primarily make up the ventral attention network (VAN) in the brain 
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(Corbetta et al., 2008; Corbetta & Shulman, 2002) and the same areas were seen to be 

underlying the processing of visual salient distractors in the alpha frequency band (Ghosh et 

al., 2021). This suggests that reorientation of attention to salient distractors in the auditory 

modality is mediated by beta oscillations in the brain marked by a reduced late beta power 

(25-29 Hz). These results however, need to be validated in the source space for further claims 

involving the VAN. In this direction, we have collected MRIs from all the participants to 

perform accurate source localization techniques using individual subject head co-registration 

and obtain the Brodmann areas underlying the spectral changes. Nonetheless, the present 

results of our study clearly indicate that the appearance of naturalistic auditory salient 

distractors while performing goal-driven auditory tasks are processed by the brain in a 

context-independent manner.  
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Chapter 4  

 

Spatiotemporal mapping of neural 

markers of prediction error processing 

across unisensory and multisensory 

modalities 

 

 

4.1. Introduction 

The brain attends to complex stimuli by minimizing its response to frequent events that do 

not require extensive processing thus, freeing up the cognitive resources to process 

unexpected events (Fontolan et al., 2014; Friston, 2005). To subserve this goal, a neural 

representation (internal model) is constructed based on prior information from previous 

sensory inputs and any mismatch between the model and the subsequent sensory input gives 

rise to a “prediction error” (Kok et al., Winkler and Czigler, 2012). The prediction errors, at 

the cortical level, are known to generate two ERPs in the brain – the MMN (Mismatch 

Negativity) and the P300 (Banellis et al., 2020; Calcus et al., 2015; Chennu et al., 2013; 

Stefanics et al., 2014). The study of these two prediction error signals under multisensory 

contexts can aid in our understanding of how the brain scans the environment for regularity 

and change, making top-down predictions to facilitate the processing of novel bottom-up 

stimuli by trying to maximize the prediction accuracy. Prediction error propagation is 

organized hierarchically, such that the prediction error arising from a given area in turn 

serves as the input to the next area (Friston, 2005), consequently updating the internal models 
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at the hierarchical stages (Wacongne et al., 2011). To study these stages, we use an oddball 

paradigm, the most widely used paradigm because of its simplicity, reproducibility, and 

applicability across sensory modalities, where repetitive ‘standard’ stimuli are interspersed 

with rare ‘deviant’ stimuli. 

 

A brief history of MMN and P300 

The foundation of MMN and P300 research was laid more than half a century ago when the 

two ERPs were recognized as the markers of “uncertainty” (Sutton et al., 1965). Since then, 

both these markers have been extensively studied under various stimulus conditions and 

clinical scenarios. MMN appears as a negative deflection in the difference waveform 

between deviant and standard EEG signals around 100-250 ms post onset of a deviant 

stimulus with frontal/central/temporal generators in the brain (Garrido et al., 2009; Näätänen 

et al., 2007, 1978; Näätänen and Michie, 1979; Sams et al., 1985). It is known to index any 

deviance from a recognized pattern in sensory stimuli, with its amplitude indicating the 

degree of salience of the prediction error (Picton et al., 2000; Winkler, 2008). P300, on the 

other hand, is a positive deflection in voltage with a latency between 250 to 500 ms 

distributed across the fronto-central scalp locations indexing the possible attention switch 

and conscious perception of stimulus change (Giard et al., 1990; Polich, 2007a; Sutton et al., 

1967). Its amplitude is sensitive to oddball probability and the amount of deviance from the 

standard stimulus, and its latency reflects oddball evaluation time (Johnson and Donchin, 

1980). The MMN or N2a, N2b, and N2c are subtypes of the N200 ERP (Patel and Azzam 

2005; Folstein and Van Petten, 2008). Both attended and unattended stimuli are capable of 

eliciting N2a, whereas the N2b and N2c only occur when attention is directed to target 

stimuli (Folstein and Van Petten, 2008; Muller-Gass et al., 2005). The P300 wave too, is 
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further separable into the slightly earlier (250-300ms), fronto-central P3a and the later (300-

350ms), centro-parietal P3b, thought to be evoked by unpredictable/ task-irrelevant 

distractors and rare-target/ task-relevant stimuli, respectively (Courchesne et al., 1975; Kok, 

2001; Polich and Criado, 2006; Squires et al., 1975). Our study, however, includes the 

temporal and spatial properties of only P3b as we use a two stimuli oddball paradigm where 

the oddball is the target. P300 being a late component, is associated with updating the 

working memory in oddball counting tasks (Donchin, 1981; Donchin and Coles, 1988) and 

has been linked to decision-making processes as well (Rohrbaugh et al., 1974). P3b is 

particularly thought to be involved in the deployment of selective attention to task-relevant 

stimuli under conscious awareness (Kok, 2001; Polich and Criado, 2006). On the contrary, 

MMN can be elicited pre-attentively, during non-attentive states such as sleep (Molholm et 

al., 2005), behavioral unconsciousness (Atienza et al., 2001; Koelsch et al., 2006), or even 

in coma (Morlet and Fischer, 2014). It has provided researchers access to pre-conscious 

processing of temporal structure in mostly auditory information beyond the basic sensory 

stage before it enters conscious perception or stages of attention (Chennu and Bekinschtein, 

2012; Wijnen et al., 2007). It however, can also be modulated by attention (Alain and Woods, 

1997; Woldorff et al., 1998), the reason why there is a sustained empirical interest in MMN 

to date. Earlier, MMN was thought to reflect auditory mechanisms only (Nyman et al., 1990) 

but substantial pieces of evidence now suggest it has a visual counterpart too, popularly 

known as vMMN (Pazo-Alvarez et al., 2003; Stefanics et al., 2014).  

 

Importance of research on multisensory prediction errors 

Most prediction mismatches in our surroundings are perceived through not one but multiple 

sensory modalities (Luca et al., 2009), e.g. noticing the brake lights of a car in front while 
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engaged in listening to the radio. From a predictive coding perspective,  the internal mental 

model of sight, sound, smell, taste and touch are integrated with our existing cognitive 

schemata (Talsma, 2015). Processing of novel bottom-up stimuli in one modality can 

subsequently modify the neural representation and hence top-down prediction, of a stimulus 

in another sensory modality. If multisensory integration involves such complex interactions 

between top-down and bottom-up processes, then it should take place at multiple stages of 

processing, based on the complexity of the stimuli involved (Molholm et al., 2002). The first 

distinct stage of multisensory integration was identified at about 100 ms of speech stimulus 

onset where the audio-visual N1 component peaked earlier than that of the auditory speech 

stimulus alone (Stekelenburg and Vroomen, 2007; Van Wassenhove et al., 2005). 

Interestingly, a few studies using oddball stimuli have also shown that multimodal 

stimulation (visual-audio-tactile and visual-audio) induces a significant early onset of 

latency (Marucci et al., 2021; Stefanics et al., 2005), and a significant increase in the 

amplitude of the P300 potentials (Fleming et al., 2020; Marucci et al., 2021) as compared to 

the corresponding unimodal stimulations. Feng et al.(2008), however, did not observe such 

multisensory benefits for P300 latencies along with Giard and Peronnet (1999) who reported 

that multimodal P300 may not necessarily be a linear sum of unimodal P300 components. 

In a recent study using the oddball paradigm (Shiramatsu et al., 2021), the latency of audio-

visual MMN resembled closely to the latency of audio MMN than that of visual MMN, 

indicating the advantage of audio MMN over visual MMN. On the contrary, a previous study 

(Sittiprapaporn, 2012) using a different oddball paradigm showed visual and audio-visual 

MMN had shorter latencies than auditory MMN. Thus, the properties of both MMN and 

P300 based on latency and amplitude vary with the paradigm and experimental parameters 

like length of the stimulus, stimulus probability, target to target interval and discrimination 

difficulty (Gonsalvez et al., 2007; Gonsalvez & Polich, 2002; Magliero et al., 1984; Patel & 
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Azzam, 2005; Polich, 2007) as well as physiological variables such as age, attention and 

neurophysiological disorders (Blackwood, 2000; Dinteren et al., 2014; Erickson et al., 2016; 

Polich et al., 1990). A critical question that still remains is if the modality of the prediction 

error changes, whether a common set of neural areas generate these ERPs, or are they an 

outcome of information processing within the modality-specific sensory regions?  

 

On what is yet to be known 

Despite a huge body of research on MMN and P300, a single comprehensive study 

comparing the spatiotemporal properties of these two prediction error markers for unisensory 

and multisensory modalities is not available. From this perspective, we hypothesize that (i) 

the speeded responses to multisensory stimuli are also seen in the middle/late processing 

stages of prediction errors, i.e., for MMN/P300, and (ii) there exists a sensory-cognitive 

dissociation in the source distribution of MMN and P300. To validate our hypotheses, we 

investigate the properties of prediction error markers - MMN and P300, from very simplistic 

active viewing and listening tasks using a multimodal oddball paradigm. Furthermore, we 

perform rigorous source analysis using co-registration with individual subjects’ MRI data to 

reveal the overlapping cortical networks and specialized brain regions specific to unimodal/ 

multimodal MMN and P300. Traditional oddball paradigms consist of a mismatch between 

frequent and deviant stimuli belonging to the “same modality”. However, a “cross-

modality”, where the modality of the frequent and the deviant stimuli are different, may 

recruit different brain regions for oddball processing as the non-target standard modality can 

be completely ignored, unlike the usual multisensory interactions. The goal of the current 

article is to replicate previous findings of MMN and P300 research in the light of prediction 
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error processing with conceptual advancement in the organization of the cortical sources 

along the predictive coding hierarchy in the brain. 

 

4.2. Methods 

4.2.1. Participants 

22 healthy volunteers (9 males and 13 females) in the age group of 22 to 43 (mean=25.7, 

SD=±4.19) years participated in the study. They had normal or corrected-to-normal vision 

and were right-handed. All participants had University degrees or higher and reported no 

history of neurological or audiological problems. They were requested to avoid the intake of 

any medication/stimulant (e.g., sedative, coffee, etc.) before the experiment. They provided 

informed written consent at the beginning of the experiment and were remunerated for their 

participation. The study was carried out following the ethical guidelines and prior approval 

of the Institutional Human Ethics Committee of the National Brain Research Centre, India. 

 

4.2.2. Stimuli 

The experiment consisted of five different conditions and each condition consisted of two 

categories of stimuli, i.e., repetitive/frequent/standard and non-repetitive/oddball/deviant. 

Two of the five conditions presented were unimodal, i.e., audio only and visual only; the 

third was bimodal, i.e., audio-visual; and the remaining two were cross-modal in nature.  In 

the first three conditions, the standard and the oddball stimuli were of the same sensory 

modality which means that the audio-only condition comprised of an audio standard and an 

audio oddball stimuli; the visual only condition comprised of a visual standard and a visual 

oddball stimuli, and; the audio-visual (AV) condition comprised of an audio-visual standard 
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and an audio-visual oddball stimuli. The remaining 2 conditions, namely, the cross-audio 

consisted of an audio deviant and a visual standard and the cross-visual consisted of a visual 

oddball and an audio repetitive stimuli. The contents of each condition are tabulated in Table 

4.1. Each condition consisted of 400 trials, out of which oddballs constituted 14 percent of 

the total trials. Each condition was presented in the form of a block of 100 stimuli, where 

the standard and oddball stimuli of a particular condition were presented in random order 

and the number of oddball stimuli varied across each block. There were 20 such blocks (5 

conditions x 4 blocks) that were randomized and presented to the participants. The 

participants were prompted about the modality of the upcoming block before every run and 

to engage their attention throughout the entire block, they were asked to count the number 

of oddballs presented in each block and report at the end of the block. 

 

Condition 
Standard / Frequent / 

Repetitive 

Deviant / Oddball / 

Infrequent / Non-repetitive 

Unimodal (Audio only) 261.6 Hz 523.3 Hz 

Unimodal (Visual only) Blue Square Red Triangle 

Bimodal (Audio-Visual) 261.6 Hz and Blue Square 523.3 Hz and Red Triangle 

Cross-modal  

(Audio deviant) 
Blue Square 523.3 Hz 

Cross-modal  

(Visual deviant) 
261.6 Hz Red Triangle 

 

Table 4.1. The table lists the standard and the deviant stimuli used in our oddball paradigm for all 

the five sensory modality conditions. 
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The stimuli of the visual only condition consisted of a standard blue square and a deviant 

red triangle. The auditory stimuli were inspired from musical notes, the standard as the C4 

note and the deviant as the C5 note (higher octave), according to the tuning of the A440 pitch 

standard. All stimuli were presented on a white background on a 21″ LED screen (1280 × 

1024 pixels). The participants were asked to keep their eyes open and fixate on a central 

cross on the screen during the presentation of all auditory stimuli. The inter-stimulus interval 

also consisted of the same cross-fixation. The length of each oddball and standard stimulus 

was 350 ms and the inter-trial interval ranged between 800-1200 ms (mean=1000 ms). AV 

and cross-modal conditions were constructed from combinations of the audio only and the 

visual only stimuli (listed in Table 4.1). 

 

4.2.3. Data Acquisition 

EEG was recorded with 64 Ag/AgCl electrodes, using a Neuroscan system (Compumedics 

NeuroScan, SynAmps2). The electrodes were attached to an elastic cap in a 10−20 

International system montage. The data were acquired at a sampling rate of 1000 Hz with 

the default reference near Cz, grounded to electrode AFz. During the experiment, the 

participants were seated comfortably at a distance of 60-70cm from the monitor in a sound 

attenuated and dimly lit room. The participants were requested to make minimal body 

movements and blink normally during the experiment. The impedance of all electrodes was 

initially set below 5kΩ and was also monitored in between blocks. Additionally, head 

digitization was performed using Polhemus Fastrak (Polhemus Inc.) to mark the position of 

the electrodes and the fiducials based on the placement of the cap on individual participants 

at the end of the entire EEG session. Individual T1-weighted structural images (MPRAGE) 
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were also obtained using a 3.0 T Philips Achieva MRI scanner (TR = 8.4 ms, FOV = 250 × 

230 × 170, flip angle = 8°). 

 

4.2.4. Preprocessing 

EEG was acquired from 22 participants out of which data from 1 participant was discarded 

due to noisy recordings. The raw data of the remaining 21 participants were imported and 

each block was epoched. A high pass filter of 0.1 Hz was applied to the data to remove slow 

drifts in the signal. The data were visually inspected further and 1 channel (F4 in 3 subjects) 

was interpolated to neighboring electrodes. To identify and remove blink artifacts from the 

data, independent component analysis (ICA) was employed for each block. Only the blink 

component obtained as independent component (IC) from eye regions was visually identified 

and subsequently that IC was rejected. Each block was further epoched to trials of [-500 550] 

ms where 0 ms marked the onset of the stimulus. The trials were further divided into standard 

and oddball categories. Subsequently, all trials were subjected to a low pass filter of <45 Hz, 

baseline correction was applied and the data was re-referenced to linked mastoids. Trials 

with signal amplitude greater than 100µV and lesser than -100µV were removed and at most 

6% of all oddball trials were discarded per subject. To equate the number of standard and 

oddball trials from each participant, we chose the minimum number of trials that survived 

artifact rejection in any condition and those many trials were randomly sampled from each 

condition for each participant. For all conditions, 885 trials each for deviant and standard 

categories were used. All analyses were done using the MATLAB based FieldTrip toolbox 

developed at Donders Institute for Brain, Cognition and Behaviour, in Nijmegen, 

Netherlands (Oostenveld et al., 2011) and custom-written scripts in MATLAB 

(www.mathworks.com). 

http://www.mathworks.com/
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4.2.5. Extracting MMN and P300 peaks 

Based on previous literature (Garrido et al., 2009; Näätänen et al., 2007, 1978), we defined 

an MMN response as the largest negative deflection in the difference waveform (deviant-

standard) between 120ms to 250ms (instead of 100-250ms to avoid picking up N100 peaks) 

from the onset of the stimulus and P300 response as the largest positive peak (oddball-

standard) occurring between 250ms to 500ms in all modalities. To identify these peaks in 

our data, the group averaged activity of the standard trials was subtracted from the deviant 

trials of each channel for the audio, visual and audio-visual (AV) conditions. The MMN and 

P300 peaks were visually identified from the ERP plots and condition-wise topographies 

were subsequently plotted at the corresponding peak latencies of each modality (Figure 4.1). 

 

 



Spatiotemporal mapping of neural markers of prediction error processing across unisensory and multisensory modalities  

 

84 
 

Figure 4.1. Grand averaged ERPs plotted across 21 subjects showing the differences between deviant 

and standard trials (deviant-standard) for (a) Audio, (b) Visual and (c) AV conditions. The 

corresponding topoplots indicate the distribution of ERPs across the brain at the identified MMN and 

P300 peaks. The topoplot on the bottom right displays the color code assigned to respective scalp 

channel locations used for plotting the ERPs in (a), (b) and (c).  

 

Next, we sought to determine the top 5 sensors contributing individually to the MMN and 

P300 peaks in each condition by identifying the sensors showing maximum difference 

(deviant-standard) in their voltage activities. The top 5 sensors showing maximum MMN 

activity were F1/z/2, FCz/2 in the audio only condition; P1/3, PO3/5/7 in the visual only 

condition; P1/z/2/4, PO3 in the AV condition; POz/3/4/5, Oz in the cross-audio condition 

and CP1/3/5, P1/3 in the cross-visual condition. Similarly, electrodes F1/z/2, FC1/z showed 

maximum P300 activity in the audio only condition; electrodes FC1/z, Cz, Cpz, Pz showed 

maximum activity in the visual only condition; electrodes Fz, FC1/z, Cz, Pz in the AV 

condition; electrodes F1/z/2, FC1/z in the cross-audio condition and electrodes F1/z, 

FC1/z/2 showed maximum P300 activity in the cross-visual condition. Since different 

sensors were under consideration for different modalities, we reduced the dimensionality 

across the sensor space by applying principal component analysis (PCA) on the trial-level 

data (time-points X trials X sensors), separately for standard and deviant categories. The 

PCA function in MATLAB computes the eigenvectors of the covariance matrix ("principal 

axes") and sorts them by their eigenvalues (amount of explained variance). The first 3 

principal components of the standard and deviant categories thus obtained, along with their 

explained variance have been reported for the audio only, visual only and AV conditions 

(Figure 4.2). Based on the eigenvalues of the covariance matrices, more than 80% of the 

data were explained by the first Principal Components (PCs) itself in all the conditions. 



Spatiotemporal mapping of neural markers of prediction error processing across unisensory and multisensory modalities  

 

85 
 

Therefore, to capture maximum variance from the top 5 sensors in each condition, the 

transpose of the first eigenvector was multiplied with PCA score projected along with the 

first principal component. Finally, the mean across time points was added to this product to 

reconstruct the original variables from the principal component subspace.  

 

Note:- For a detailed amplitude and latency characterization, we mainly considered the 

audio only, visual only and AV conditions here due to the unavailability of ‘equivalent 

standard categories’ to subtract from the other two cross-modal deviant conditions. 

However, the two cross-modal conditions have been incorporated later in the study to 

investigate the robustness of the source distribution results. 

 

 

Figure 4.2. The figure represents the first 3 (out of 5) principal components of deviant (in maroon) 

and standard (in gray) categories and their explained variances in the audio only (4.2(a), 4.2(d)), 

visual only (4.2(b), 4.2(e)) and AV (4.2(c), 4.2(f)) conditions when considering the top 5 sensors 

showing maximum MMN and P300 responses independently.  

 

 

(Next page) 
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4.2.6. Source Localization 

Source localization was performed to obtain the MMN and P300 generators in the brain 

across various modalities. The EEG data were re-referenced with an average reference 

before source-localization. 19 participants’ structural MRI data were re-sliced and 

segmented to identify the brain, skull and scalp tissues. 2 subjects’ MRI scans could not be 

obtained because of their incompatibility with the fMRI scanner. The origin (0,0,0) of all the 

T1 images was set to the anterior commissure. Participant-specific headmodel was computed 

using the OpenMEEG toolbox (Gramfort et al., 2010), using realistic conductivity values. 

The Polhemus data was imported to place the sensor locations on the head model of each 

participant. To obtain high accuracy of electrode positions, individual co-registration was 

employed by firstly visually marking the fiducials (nasion, left preauricular and right 

preauricular) in the MRI volume and finally matching the marked points with the fiducial 

locations as per the Polhemus data. Next, the sources were placed in the segmented part of 

the headmodel at a distance of 5 mm from each other and the leadfield matrix was computed, 

i.e., a transfer function between each source point and each electrode. Source localization of 

each individual was performed using their respective headmodel, leadfield and electrode 

positions. eLORETA, belonging to a class of current density measures to calculate the 

distribution of neuronal sources, was used to solve the inverse problem (Pascual-Marqui, 

2007a). eLORETA also generates the least amount of false positives hence beneficial for 

exploratory source analysis, e g., where prior hypotheses regarding approximate locations 

may not be available (Halder et al., 2019b). Lambda of 0.1 was used as the regularization 

parameter for localization of P300 and MMN ERPs. After localization, each individual’s 

source intensities were interpolated to their respective MRI volume. Further, to calculate the 

grand average of the source values, the interpolated images were normalized to a common 

structural template. Finally, we subtracted the voxel intensities of oddball and standard 
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categories and the voxels having intensities more than 95 percent of the maximum value 

were thresholded. This was done separately for each hemisphere.  

 

4.2.7. Data availability and codes 

Codes used to analyze the data and reproduce the figures can be obtained from the bitbucket 

repository using the link:  https://bitbucket.org/cbdl/pe_erpandsourceanalysis/src/master/. 

EEG data would be made available by the authors for public access upon acceptance of the 

manuscript. Copyright of the data and codes are held by the National Brain Research Centre, 

an autonomous institution of the Government of India.  

 

4.3. Results 

4.3.1. Middle and late stages of prediction error processing are conserved across 

unisensory and multisensory contexts 

The difference in voltages between the deviant and standard categories (deviant-standard) of 

the dimensionality reduced data (refer to section 4.2.5) were calculated for each participant 

for the audio only, visual only and audio-visual conditions (heat maps in Figure 4.3). The 

MMN and P300 peaks were then subject-wise visualized within the pre-defined windows of 

interest (120-250ms for MMN and 250-500ms for P300). Furthermore, we narrowed down 

these windows in a modality-defined manner by centering the window around the group-

averaged peak (±50ms) of each modality to obtain an equal window length of 100 ms for 

MMN and P300. Since the basis of defining the trials of prediction error processing 

constituting the oddballs (deviant trials) was their heightened responses at MMN and P300 

latencies, we statistically verified whether the standard and deviant trials significantly 

https://bitbucket.org/cbdl/pe_erpandsourceanalysis/src/master/
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differed from each other within the defined latencies at both the ERPs of interest in all 

conditions. A Student’s t-test was employed on the 100 ms windows described above which 

revealed that the amplitude of MMN in the oddball trials was significantly lower than that 

of the standard trials in audio only (t(20)=5.85, SD=2.16, p<0.0001),  visual only 

(t(20)=6.02, SD=1.33, p<0.0001) and audio-visual (t(20)=6.65, SD=1.82, p<0.0001) 

conditions (Figure 4.3(a)-(c), lower panels). Similarly, the P300 amplitudes were 

significantly higher for oddball trials in audio only (t(20)=9.91, SD=2.49, p<0.0001),  visual 

only (t(20)=6.18, SD=1.93, p<0.0001) and audio-visual (t(20)=6.26, SD=3.54, p<0.0001) 

conditions (Figure 4.3(d)-(f), lower panels).  

 

Figure 4.3. The heatmaps (top-panels) depict the time-course of participant-wise subtraction 

waveforms from deviant-standard projections of the first principal components, followed by their 

respective grand-averaged plots (bottom-panels) for (a) audio only MMN, (b) visual only MMN, (c) 

audio-visual MMN, (d) audio only P300, (e) visual only P300, and (f) audio-visual P300. The white 

dotted boundaries in all top-panels are the condition-invariant pre-defined windows of interest for 

subject-wise MMN (120-250ms) and P300 (250-500ms) visualization. Participants are stacked along 

the y-axis in ascending order of their latencies. The shaded orange regions in the bottom panels (100 

ms windows) represent a regime of significant difference (revealed by t-test on the ERPs of interest, 

i.e, MMN and P300) between standard and deviant categories. The shadings with each of the deviant 

and standard trials reflect the standard error of the mean across 21 participants. 

 

(Next page) 
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4.3.2. Multisensory context speeds the processing of prediction errors 

For latency and amplitude characterization of prediction error markers across audio only, 

visual only and AV conditions, the peak values (maximum negative amplitudes of subtraction 

waveform for MMN and maximum positive amplitude values from oddball conditions for 

P300) and their corresponding latencies were extracted from the 100 ms windows for each 

trial and subsequently, the means and standard deviations of latencies and amplitudes were 

obtained for all conditions as listed in Table 4.2 for P300 and in Table 4.3 for MMN.  

 

 

Table 4.2. Table shows the mean±SD of the peak P300 amplitudes and their corresponding latencies 

across all the trials for audio only, visual only and audio-visual conditions. 

Condition (P300) Amplitude(µV) Latency(ms) 

Audio 16.49±10.42 327.41±30.99 

Visual 14.57±8.18 399.93±32.04 

AV 16.14±9.40 332.00±30.04 

 

 

Table 4.3. The table shows the mean±SD of the peak MMN amplitudes and their corresponding 

latencies across all the trials for audio only, visual only and audio-visual conditions. 

 

 

 

 

 

Condition (MMN) Amplitude(µV) Latency(ms) 

Audio 20.87±11.97 206.51±30.81 

Visual 15.53±8.75 160.11±30.66 

AV 18.73±10.41 150.13±30.69 
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To decipher the effect of modality on the latencies/amplitudes of MMN and P300, a repeated-

measures analysis of variances (rmANOVAs) was conducted on the subject-level data which 

revealed a significant effect of modality on the amplitudes of both MMN (F(2,40)=25.09, 

p<0.0001, η2=0.56) and P300 (F(2,40)=3.65, p=0.03, η2=0.15). In case of MMN latency, 

Mauchly’s test revealed a low p-value (p = 0.04) which indicated that the assumption of 

sphericity was violated. Hence, a Greenhouse-Geisser correction was applied (ε =0.78) and 

subsequently, a significant effect of modality was detected by rmANOVA on MMN latencies 

also (F(1.57,31.43)=383.51, p<0.0001, η2=0.78). The assumption of sphericity was not 

violated (p>0.05) for P300 latencies even though the p-value obtained through Mauchly’s 

test was low(p=0.06). rmANOVA showed a significant effect of modality on the P300 

latencies (F(2,40)=786.51, p<0.0001, η2=0.97) as well. 

Post-hoc comparisons with Bonferroni-adjusted p-values indicated significant differences in 

the P300 and MMN latencies and amplitudes across modalities (as shown in Figure 4.4) 

reflecting a significant effect of conditions on the amplitudes and latencies of both the ERPs. 

While comparing the peak latencies of MMN, we observed that AV condition had the 

shortest MMN latency (AV < audio only/visual only at p<0.0001), followed by visual only 

condition (visual only < audio only at p<0.0001) while the slowest MMN latency was seen 

for the audio only condition. On the contrary, P300 latency was fastest for the audio only 

condition (audio only < visual only at p<0.0001; audio only <  AV at p=0.01), followed by 

the AV condition (AV < visual only at p<0.0001). While comparing the MMN amplitudes, 

the MMN peak of the audio only condition showed the largest negative amplitude (audio 

only > visual only at p<0.0001; audio only > AV at p=0.03), followed by the AV condition 

(AV > visual only at p=0.0002). On the other hand, P300 amplitudes of visual only, audio 

only and AV conditions were not significantly different from each other.  
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Figure 4.4. The violin plots represent the MMN (a) peak amplitudes (maximum magnitude on the 

negative y axis of the subtraction waveform of deviant – standard trials of each participant) and their 

corresponding (c) latencies. Similarly, the P300 (b) peak amplitudes and their corresponding (d) 

latencies are plotted for each participant. The colored dots represent each participant’s peak 

amplitude and peak latency values in µV and ms, respectively. The white dot at the center of the gray 

box represents the median of the data and the gray box itself represents the inter-quartile range. The 

horizontal open square bracket represents a significant difference (p<0.05) between the two 

conditions.  
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4.3.3. Spatial representations of unisensory and multisensory contexts in source space 

The 100 ms windows of each modality were used to obtain the covariance matrices, 

separately for standard and oddball trials of MMN. The clusters of P300 sources obtained 

using 100 ms windows, however, were noisy (did not fall into any Brodmann area), because 

of which we recomputed the P300 sources using a longer time window to obtain a better 

estimate of variance in the data. Thus, the P300 peaks were identified between 250-500 ms 

post-stimulus onset where maximum peak values of every trial were extracted along with 

their corresponding latencies. Based on these latencies, we calculated the mean and standard 

deviation for each modality and defined the windows as [mean-SD : mean+SD]. The 

covariance matrices were now obtained from these windows and the same steps were 

repeated to obtain the P300 sources. Using co-registration of individual participant MR data 

with their EEG sensor locations, we generated the source maps underlying MMN and P300 

activity using eLORETA (details in Methods). Parcels from the Brainnetome atlas were 

interpolated to the same common structural template as used for normalization of the 

individual sources. Only those parcels were chosen which included the sources or a part of 

them. As revealed in Figure 4.5 (a), the MMN sources were distributed throughout the brain 

and were different for different modalities (locations in Table 4.4). The dorsolateral areas 

of the left and right superior frontal gyri were found to underlie the MMN response in the 

audio only condition; the caudal cuneus gyrus in medio-ventral occipital cortex on the left, 

the middle occipital gyrus in the right lateral occipital cortex, the rostro-dorsal area of the 

right inferior parietal lobule and the dorso-lateral area of the right middle temporal gyrus 

elicited MMN in the visual only condition; and the audio-visual condition yielded sources 

that were located in the rostral areas of left superior parietal lobule and the caudal areas of 

multisensory regions STG (superior-temporal gyrus) and MTG (medial-temporal gyrus) on 
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the right. Interestingly, source analysis of P300 revealed many overlapping fronto-central 

areas for all the three sensory modality conditions (as illustrated in Figure 4.5 (b)). P300 

was elicited at the dorso-lateral areas of left superior frontal gyri for audio only, visual only 

and audio-visual conditions; at right superior frontal gyri for the audio only and audio-visual 

conditions; at the trunk and caudal dorso-lateral areas in left precentral gyri for the audio 

only and visual only conditions, respectively; and additionally, at the ventro-lateral area of 

right middle frontal gyrus for the visual only condition (details in Table 4.4).     
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Figure 4.5. eLORETA source localization results using time locked analysis (at threshold level 95%) 

representing the underlying (a) MMN and (b) P300 sources for Audio, Visual and Audio-Visual 

modalities.  
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Condition MMN P300 

Audio SFG, Left Superior Frontal Gyrus 

A6dl, dorsolateral area 6 

SFG, Right Superior Frontal 

Gyrus A8dl, dorsolateral area 8 

SFG, Left Superior Frontal Gyrus 

A6dl, dorsolateral area 6PrG 

Left Precentral Gyrus A4t, area 4 

(trunk region) 

SFG, Right Superior Frontal Gyrus 

A6dl, dorsolateral area 6 

Visual MVOcC, Left Medio-Ventral 

Occipital Cortex cCunG, caudal 

cuneus gyrus 

LOcC, Right lateral Occipital 

Cortex mOccG, middle occipital 

gyrus 

IPL, Right Inferior Parietal 

Lobule A39rd, rostro-dorsal area 

39 (Hip3) 

MTG, Right Middle Temporal 

Gyrus A37dl, dorsolateral area37 

SFG, Left Superior Frontal Gyrus 

A6dl, dorsolateral area 6 

PrG, Left Precentral Gyrus A6cdl, 

caudal dorsolateral area 6 

MFG, Right Middle Frontal Gyrus 

A8vl, ventrolateral area 8 

MFG, Right Middle Frontal Gyrus 

A6vl, ventrolateral area 6 

 

AV STG, Right Superior Temporal 

Gyrus A22c, caudal area 22 

MTG, Right Middle Temporal 

Gyrus A21c, caudal area 21 

SPL, Left Superior Parietal 

Lobule A7r, rostral area 7 

SFG, Left Superior Frontal Gyrus 

A6dl, dorsolateral area 6 

SFG, Right Superior Frontal Gyrus 

A6dl, dorsolateral area 6 

                                                                                                 

Table 4.4. The table lists the brain areas underlying the peak MMN and P300 activations across the 

audio only, visual only and audio-visual conditions.  
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4.4. Discussion 

We employed two-stimuli oddball tasks using Audio alone, Visual alone and synchronous 

Audio-Visual conditions to evoke MMN and P300 responses in the brain. It is already known 

that visual modality speeds up auditory processing for both speech and non-speech stimuli 

(Begau et al., 2021; Diaconescu et al., 2011; Leone and Mccourt, 2015; van Wassenhove et 

al., 2005) previously demonstrated mostly using speeded N100 latencies in multisensory 

(audio+visual) contexts. Our study is an advancement to these previous findings and our first 

result elucidates how the simultaneous occurrence of audio and visual oddballs, shorten the 

latencies of both MMN and P300 ERPs, indicating that the processing of prediction errors 

gets facilitated under multisensory contexts at “any stage” of information processing in the 

brain (early N100, middle MMN or late P300). This information is crucial and can serve as 

a powerful tool to generalize all predictive coding models trying to understand prediction 

error processing at different stages/hierarchies in the brain (Wacongne et al., 2012). No 

single study before ours has demonstrated this so explicitly involving both the prediction 

error markers using a common oddball paradigm in healthy humans. The second major 

outcome of our study in the context of prediction error processing is the modality-specific 

and modality-agnostic nature of the MMN and the P300 sources, respectively. This is the 

first study as per our knowledge to use accurate source localization techniques to report all 

the underlying areas of MMN and P300 in audio, visual and AV modalities. We found a 

reorganization of brain regions along the temporal hierarchy of prediction error processing 

(MMN followed by P300) as the mismatch information flows up the spatial hierarchy of the 

brain (sensory to higher order regions). This was revealed by an initial “modality-sensitive” 

stage indexed by MMN where different modalities had different cortical generators, which 

transitioned to a “modality-independent” stage indexed by P300 where the different 
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modalities had common cortical sources (Figure 4.5, 4.6). Though such a transition may 

appear unsurprising in terms of sensory-cognitive processing, it is extremely important to 

document that modality specificity during prediction error processing is lost at the P300 level 

itself and is not something that is attained at further later stages of prediction error processing 

like during the reorienting negativity (RON) component. The RON in the brain appears as a 

negative deflection at 400-600ms in response to the reorientation of attention to the 

predictive/standard stimuli after it has been switched (indexed by P300) towards the 

preceding deviant stimuli (Correa-Jaraba et al., 2016; Ungan et al., 2019). Even though in 

our analysis we could not cover this ERP, since it did not come out as a prominent peak in 

the subtraction waveforms (Figure 4.1), we argue that RON too would, being an even later 

component, have common brain generators across modalities, probably more frontal, as also 

seen in recent studies (Correa-Jaraba et al., 2016; Justo-Guillén et al., 2019; Ungan et al., 

2019). One may also note here that in our study, we have specifically focussed on only the 

two ERPs of interest- MMN and P300, as they have been widely reported as the markers of 

prediction error across various modalities in extant literature (Banellis et al., 2020; Calcus 

et al., 2015; Chennu et al., 2013; Stefanics et al., 2014). Other prominent peaks in response 

to auditory stimuli such as N100 (as seen in Figure 4.1(a), (c)), are out of the scope and 

interest of this study.  

We analyzed the MMN and P300 latency differences for processing prediction errors 

presented in audio only, visual only and audio-visual conditions. The MMN latencies in our 

oddball paradigm followed the order: Audio-visual<Visual only<Audio only (Table 4.3). 

According to our results, the auditory MMN appears much later than the visual MMN as 

also reported earlier in a few studies (Berti and Schröger, 2001; Sittiprapaporn, 2012). The 

appearance of a delayed auditory MMN might be because of the time taken for the sensory 
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mismatch information to pass from one hierarchal cortical stage to the next, up to the frontal 

gyri. Visual MMN sources were in the occipital cortex whereas auditory MMN was elicited 

at a comparatively higher hierarchy in the superior frontal gyrus (as also reported previously 

by Näätänen et al., 2007; Winkler et al., 1998 in the sensor space). Because of the same 

cortical generators of audio MMN and P300, bottom-up information flow time for further 

auditory prediction error processing post MMN elicitation was reduced. Consequently, the 

audio only condition produced the slowest MMN but the fastest P300 peaks (Figure 4.4 (c), 

(d)). The P300 latencies followed the order: Audio only<Audio-visual<Visual only (Table 

4.2, Figure 4.4(d)). Superior-frontal auditory MMN might be indicative of a stronger call 

for attention towards change in a single stimulus feature i.e., frequency change in tone, that 

perhaps would require an active comparison of the mismatch with the standard to be 

identified as a deviant, as opposed to changes in basic visual features like color/shape in the 

visual oddball condition. This is supported by evidence from literature that suggests object-

based irregularities are automatically detected by the visual system (Stefanics et al., 2014). 

MMN latency speeds up with increasing deviation from the standard (Näätänen et al., 2005) 

as the mismatch between the deviant and the memory representation of the standard can be 

detected faster. In our paradigm, the deviation in the visual oddball (change in shape and 

color) was high (or rather obvious), resulting in a faster processing speed of visual MMN, 

and was resolved at the level of the secondary sensory cortex itself. However, visual 

mismatch information had to travel from the occipital cortex higher up to the superior-frontal 

gyrus for the next level of mismatch processing at P300 latency, resulting in slowest P300. 

We found this result quite intriguing because the MMN and P300 latencies in the temporal 

hierarchy organized themselves based on the arrangement of brain areas along the spatial 

hierarchy of the predictive brain supporting previous studies stating that MMN may be 
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influenced by recurrent feedback activation from higher order areas (Garrido et al., 2007, 

2009). More importantly, fastest elicitation of audio-visual MMN (Figure 4.4(c)) suggests 

that the faster visual component in the AV oddball temporally facilitated its slower auditory 

component which speeded up the process of change detection in the audio-visual condition. 

Evidently, this facilitation for audio-visual deviants was propagated further up the deviant 

processing ladder which resulted in a faster audio-visual P300 at the superior-frontal gyrus. 

The latency of AV oddball processing is however, second to the audio only condition at the 

level of P300 but is significantly faster than the slowest visual P300, indicating that the 

audio-visual ERPs are always temporally facilitated by the fastest unisensory component (by 

visual at MMN and auditory at P300) at “all stages” of prediction error processing. The faster 

audio-visual P300 can perhaps be attributed to an early association between the constituent 

unisensory audio and unisensory visual deviant stimuli during the audio-visual MMN 

latency at the superior-temporal gyrus and middle temporal gyrus (regions placed higher in 

spatial hierarchy as compared to the visual MMN areas) which have been implicated as the 

areas of multisensory integration (Beauchamp, 2005; Callan et al., 2004). Although, unlike 

speech stimuli, in our paradigm the audio and visual stimuli together did not form any 

meaningful stimuli as such, the simultaneous presentation of the audio and visual stimuli 

was sufficient to induce a multisensory context. Taken together, our results clearly reveal 

that the presence of a multisensory context, shifts the oddball processing speed towards the 

faster unisensory modality indicating a multisensory benefit always for processing 

prediction errors. It may also be noted that the two auditory stimuli presented, were pure 

tones with musical relation in terms of pitch (deviance was one octave higher, Table 4.1). 

This may indicate that the MMN and the P300 obtained for audio only condition represent 

the neural signatures of auditory pitch mismatch processing. 
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Source localization results for MMN show scattered activations throughout the brain which 

are different for different sensory modalities (as shown in Figure 4.6(a)). For the visual only 

modality, we saw activations in the left medio-ventral occipital cortex, the right lateral 

occipital cortex, the right inferior parietal lobule and the right middle temporal gyrus; for 

audio only condition, there were activations in the left and right superior frontal gyri; for the 

audio-visual modality, activations were seen in the left superior parietal lobule and the right 

superior-temporal and medial-temporal gyri; for the cross-visual modality, we found 

activations in the left and the right superior parietal lobules; and that for cross-audio 

modality, in the left and the right lateral occipital cortex (Figure 4.6(a)). From these results, 

we concur that mostly the secondary sensory areas along with other cortical areas distributed 

throughout the brain are employed during the process of early prediction mismatch, based 

on the modality. An interesting point to be noted here is that even though the deviant stimuli 

were exactly the same in the Audio only and Cross-Audio conditions (and similarly in the 

Visual only and Cross-Visual conditions), their cortical generators were different only 

because their corresponding standard stimuli were different suggesting that the MMN 

sources are not only sensitive to the modality of the deviant stimuli but also to the modality 

of the standards. In traditional literature, MMN is widely considered as a “perceptual” 

prediction error signal carrying important novel information which initiates a call for further 

processing of prediction mismatches (Escera et al., 2000; Mäntysalo and Näätänen, 1987; 

Schröger, 1997). Such novel information should necessarily feed into the higher cognitive 

processing areas for further evaluation, as is reflected by the occurrence of the late event-

related potential, P300 (Bledowski et al., 2004b; David and Linden, 2005). Our source 

results revealed overlapping source activations for P300 in all the five modality conditions, 

localized around the fronto-central regions for audio only, visual only and audio-visual 
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conditions (as shown in Table 4.4) and also at the right superior frontal gyrus, the left and 

the right precentral gyri for cross-audio condition and, at the left and the right superior 

frontal gyri for cross-visual condition (as shown in Figure 4.6(b)). Common brain 

generators for P300 across modalities suggest that this neural marker might particularly be 

responsible for domain-general higher evaluative processes like keeping a count of the 

number of oddballs as in our paradigm, after a change detection signal has been relayed by 

MMN generators of corresponding modalities in the brain.  
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Figure 4.6. eLORETA source localization results using time locked analysis (at threshold level 95%) 

representing the underlying (a) MMN and (b) P300 sources for Audio, Visual and Audio-Visual, 

Cross-visual and Cross-audio modalities. 
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Many recent and past studies have argued that the brain is not a passive input-output device 

but acts as a predictive system capable of anticipating the future by making predictions about 

sensory inputs and minimizing prediction errors (Bubic et al., 2010; Clark, 2013; Ficco et 

al., 2021; Friston, 2010). Thus, there arises a need to further understand the neural 

mechanisms by which the brain processes prediction errors in complex scenarios and 

multiple modality combinations. A detailed neuronal model of the auditory, visual and 

audio-visual cortices, based on the underlying processes of predictive mismatch that account 

for the critical features of MMN, P300 and RON could better explain the process of temporal 

facilitation and supra-additivity in the audio-visual modality (Pattamadilok and Sato, 2022; 

Molholm et al., 2002). Our empirical investigations in the context of hierarchical processing 

of prediction errors would have implications beyond the theoretical domain as well. Based 

on the models of MMN and P300 responses from patients with disorders of consciousness 

like in vegetative and minimally conscious states (Boly et al., 2011; Daltrozzo et al., 2007), 

attention (Polich, 2007b; Szuromi et al., 2011), and schizophrenia (Blackwood, 2000; 

Erickson et al., 2016), researchers can isolate the deficits in predictive information flow that 

might underlie these states of profound cognitive and neurological dysfunction. Such 

foundational advances can be of extreme value to clinical neuroscience researchers. From a 

neural networks’ perspective, two well-known attentional networks, the dorsal attention 

network (DAN) and the ventral attention network (VAN) have been largely reported in 

oddball studies (Bledowski et al., 2004a; Clark et al., 2000; Stevens et al., 2000). The VAN 

in particular has been exclusively involved in the detection of deviant stimuli (Kim, 2014b; 

Palaniyappan and Liddle, 2012) and is activated at both MMN and P300 stages (Justen and 

Herbert, 2018). Further connectivity analysis between the regions underlying the VAN 

during MMN and P300 latencies across various modalities can further our understanding of 
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the function of this important attentional network beyond recent evidence in the frequency 

domain (Ghosh et al., 2021). Although a few studies have also attempted to draw a 

relationship between pre-stimulus brain states and P300 (Karch et al., 2016; Reinhart et al., 

2011), a detailed source connectivity analysis will be informative about the mechanisms of 

P300 and MMN generation,  thus providing an important direction to future research. 
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Chapter 5  

 

Conclusion 

                                                          “Truth is found neither in the thesis nor the antithesis, 

but in an emergent synthesis which reconciles the two.” 

 ― Hegel 

 

Behavior and cognition are manifestations of highly coordinated spatiotemporal activity in 

the neural networks of the brain. Even though there is amassed knowledge about neural 

oscillations associated with the various forms of attention, understanding the brain rhythms 

associated with the reorientation of attention across various sensory modalities is of 

profound interest. Most of the previous empirical studies examining reorientation of 

attention have used the visual modality where the exogenous and endogenous trials were 

structured separately, which does not necessarily mirror the neural mechanisms underlying 

reorientation to complex distractors in real-life situations. We are surrounded by 

multisensory information around us, yet it is actually the auditory modality that is majorly 

capable of detecting events that happen from any direction within our surroundings. Do the 

neural correlates for processing visual and auditory violation of expectations remain same 

or do they differ across modalities? Even though the Ventral Attention Network seems to be 

controlling the process of change detection in both modalities (Corbetta et al., 2008), which 

frequency oscillations are responsible for this process? Which are the driver and effector 



Conclusion  

 

108 
 

nodes in the Ventral Attention Network? Do multisensory violations receive a processing 

advantage over their unisensory counterparts? 

  

Using three novel behavioral paradigms and experimental EEG on healthy humans, we try 

to find answers to these questions in chapters 2, 3 and 4. The major conclusions of the thesis 

are as follows: 

 

1. In the visual modality, the regions of the Ventral Attention Network (VAN), i.e., the 

right temporo-parietal junction, the right insula and the right lateral prefrontal cortex, 

show bidirectional causal interactions with each other to process salient distractors 

during reorientation from the goal-driven tasks. These directed interactions are 

mediated by significantly enhanced alpha frequency oscillations (8-9 Hz) and exist 

only in the presence of salient distractors. The neural mechanisms for processing 

static and moving visual salient distractors, while performing visual attention tasks 

that vary across the temporal scale, do not change. 

 

2. In the auditory modality, the reorientation from goal-driven auditory attention tasks 

towards naturalistic salient sounds is associated with a significant decrease in the 

power of the alpha (8-12 Hz) and late beta (25-29 Hz) frequency oscillations in the 

brain. The underlying sources of beta power correspond to the regions of the VAN 

and thus, unlike the visual modality, the VAN in the auditory modality operates via 

beta oscillations. The neural mechanisms governing the violations of expectations 

during both speech and non-speech auditory tasks remain invariable. Hence, the 

neural mechanisms underlying VAN activity are dependent on the sensory modality 

but within a modality are context-independent. 
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3. The event-related potentials (ERPs) elicited in the brain in response to violation of 

expectations, i.e., the mismatch negativity (MMN) and the P300, show a temporal 

facilitation in the audio-visual modality over the unisensory modalities, marked by 

an early onset in its latency. Such multisensory benefits have been reported 

previously for N100 (Van Wassenhove et al., 2005) but never for MMN and P300 in 

a common oddball paradigm. Source localization of these ERPs revealed that the 

sources of MMN were modality dependent (with modality-specific sensory 

activations) but as the mismatch signal propagated up the hierarchical brain, the 

modality dependence was lost at the P300 level (with common fronto-central 

generators for all modalities). 
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Appendix 

 

Granger causality scores 

 

All the spectral GC values computed between 8-9 Hz are shown for node pairs that survived 

the significance tests (permutation test and time-reversed Granger Causality) as described in 

Methods. GC between all pairs of signals (nodes) are represented; Direction of influence is 

from the node on the left to the node on the top; n.s. – not significant; ‘--‘ means pairing of 

a node with itself which is not valid because the Granger Causality was measured only 

between two different time-series (nodes). 

 

 

Table A1. Dynamic Stimulus: Trials with Saliency (ST)  

 

Region 
Left 
aTPJ 

Right 
pTPJ 

Right 
aTPJ 

Left 
lPFC 

Right 
lPFC 

Right 
VA 

Left 
VA 

Left 
Ins 

Right 
Ins 

Left aTPJ -- 0.019 0.050 0.062 n.s. 0.068 0.074 n.s. 0.072 

Right 
pTPJ 0.023 -- 0.023 n.s. n.s. 0.030 0.071 n.s. n.s. 

Right 
aTPJ 0.077 0.042 -- 0.126 0.026 0.081 0.028 0.124 0.052 

Left lPFC n.s. n.s. 0.035 -- 0.023 0.039 0.028 n.s. 0.036 

Right 
lPFC n.s. n.s. 0.012 0.187 -- 0.061 0.023 0.098 0.040 

Right VA 0.034 0.021 0.091 0.083 0.025 -- 0.058 0.095 0.033 

Left VA 0.035 0.035 0.145 0.023 0.036 n.s. -- 0.049 0.113 

Left Ins n.s. n.s. 0.028 0.086 0.013 0.054 0.039 -- 0.026 

Right Ins 0.057 0.017 0.028 0.244 0.021 0.162 n.s. 0.162 -- 
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Table A2. Dynamic Stimulus: Trials Without Saliency (WT)  

 

Region 
Left 
aTPJ 

Right 
pTPJ 

Right 
aTPJ 

Left 
lPFC 

Right 
lPFC 

Right 
VA 

Left 
VA 

Left 
Ins 

Right 
Ins 

Left aTPJ -- 0.016 n.s. n.s. n.s. 0.050 0.025 n.s. 0.025 

Right 
pTPJ 0.063 -- n.s. 0.022 n.s. 0.125 0.034 0.023 0.017 

Right 
aTPJ 0.105 0.064 -- 0.034 n.s. 0.159 0.035 0.042 n.s. 

Left lPFC 0.080 0.059 0.030 -- n.s. 0.148 0.031 0.017 0.033 

Right 
lPFC 0.019 n.s. n.s. n.s. -- 0.205 0.019 n.s. n.s. 

Right VA n.s. 0.018 0.025 0.033 0.052 -- n.s. 0.022 0.080 

Left VA n.s. n.s. n.s. n.s. n.s. 0.056 -- n.s. n.s. 

Left Ins 0.051 0.027 n.s. 0.017 n.s. 0.064 0.078 -- n.s. 

Right Ins 0.030 0.025 n.s. n.s. n.s. 0.201 n.s. n.s. -- 
 

 

 

 

Table A3.  Static Stimulus: Trials with Saliency (ST)  

 

Region Right aTPJ Right lPFC Right VA Left Ins Right Ins 

Right aTPJ -- 0.017 n.s. n.s. 0.025 

Right lPFC 0.089 -- 0.174 0.017 0.023 

Right VA n.s. 0.027 -- 0.011 n.s. 

Left Ins n.s. n.s. 0.013 -- 0.036 

Right Ins 0.037 0.031 0.016 0.022 -- 
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Table A4.  Static Stimulus: Trials Without Saliency (WT)  

 

Region Right aTPJ Right lPFC Right VAA Left Ins Right Ins 

Right aTPJ -- 0.0920 n.s. 0.0246 n.s. 

Right lPFC n.s. -- 0.0428 n.s. n.s. 

Right VA n.s. 0.1049 -- 0.0189 0.0483 

Left Ins 0.0389 n.s. n.s. -- 0.1309 

Right Ins n.s. n.s. n.s. n.s. -- 
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